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Abstract

From mobile phones to satellites, every electronic device in modern world has an

SoC inside them. SoC have multiple high performing IP Modules that need to be

interconnected through a reliable, faster and energy efficient network. Networks

on Chips (NoC) are the best solution for on chip interconnection challenges of the

modern day integrated circuitry. NoC are reliable state of the art on chip packet

based communication systems. These sophisticated interconnection networks can

maintain low packet latency, high bandwidth, high throughput with minimum area,

better energy efficiency and fault tolerance. In this thesis we design a router for NoC

using Vivado HLS. These routers are later employed to develop a scalable square

mesh NoC capable of doing simulations and estimating different performance metrics

like latency, waiting time and total packets handled. The NoC also has provisions

to alter other parameters like buffer depth, packet size, packet injection interval

and traffic used. Further we propose a simple mechanism to detect local congestion

within the network. This congestion metric is used to upgrade XY DOR into a mini-

mal adaptive X/Y routing strategy with very low hardware overhead. The proposed

routing method is compared against conventional XY DOR for different parameter

variations on Mesh NoC. The results show that the proposed routing method can

perform really well with any traffic pattern at medium packet injection rates where

the network congestion is low. With transpose traffic peak latency reduction of 60%

and 37% increase in packet acceptance is achieved against conventional XY DOR.

For shuffle traffic packet acceptance increased by 11% while peak latency remained

same and average latency dropped by 6%. Random traffic showed peak latency

reduction of 14% against XY DOR.
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Chapter 1

Introduction

The modern day integrated circuitry for high performance applications is an inte-

gration of many different resources such as CPU, DSP, Intellectual Property (IP)

Cores and memory etc. into a single chip. These high performing chips are termed

as multiprocessor System on Chip (MPSoC). Due to technology scaling the transis-

tors have become much smaller that their operation is now faster and more power

efficient. But the data flow inside the chip has been adversely affected due to smaller

and narrower metal wires which has more resistance to the current flow. It is ob-

vious that the processing capabilities and processing power can be increased with

numerous high performing modules or Cores integrated in a tight space. But the

performance or the speed of processing relies on the speed of inter communication

between these modules.

Traditional bus based communications used for the single core chips is outdated

simply because the same approach is not applicable for any modern day System on

Chip (SoC). The time when computation was expensive and communication cheap is

long gone and today we have reached a pinnacle where computation is faster but the

movement of data is taking longer duration even inside a chip. So the CPU-Memory

speed margin is no more the only concern in modern VLSI industry.
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In effect integrating multiple modules into a single chip is easy and vastly em-

ployed these days but to squeeze out the maximum performance from the hardware

already integrated, an efficient data flow network is necessary inside the chip. With

future designs expected to integrate hundreds of processing cores on a single chip,

on-chip communication is thus expected to have a significant impact on chip-level

performance and energy efficiency. Better alternatives to feed data in and out of

each cores have led to the development and implementation of Network on Chips

(NoC).

1.1 Network on Chip (NoC)

In the era of parallel computation which is the soul of modern day SoC, a faster,

reliable and efficient data flow network within the silicon is necessary. One way

of interconnecting the different modules is by using common buses. But such an

architecture is not scalable enough for the multi core architecture within modern

day SoC. Network on Chip (NoC) is the viable alternative which is reliable, faster and

efficient paradigm for on chip communication[1]. With more nodes in the system,

metrics like communication bandwidth, memory bandwidth, processing throughput

etc. of the MPSoC increases. Thus, router based networks are the favorable on chip

interconnection architecture for the modern multi-core processors[2].

NoC consists of a set of nodes that will be interconnected to other nodes in

the network. These interconnection pattern give rise to the topology of the net-

work. Every node in a topology has its own processor, local memory, and interface

modules[3]. The functionality of the nodes differ based on the application of the

chip like vector processors, graphics processors, DSP processors, I/O processors etc.

Intellectual Property (IP) Cores is the generic term used for these components.

Essentially NoCs are router based On Chip communication networks that use

packets for data transfer. Each packet is a group of smaller units called flits[4]. The

basic building blocks of NoC are routers, IP cores and network interface. Routers

Department of Electrical Engineering, IIT Madras 3
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at every node are connected to the neighbour node via on-chip local wiring called

links. Thus the design of NoC comprises of the selection of a topology, routing

algorithm, flow control mechanism, router architecture and link specifications[5].

The architecture of NoC is explained in the subsequent sections.

1.2 Topology

Topology refers to the physical layout and interconnection scheme between the nodes

in a network. There are various topologies in literature like mesh, torus, binary tree,

ring, butterfly etc. The performance of a network depends on the topology chosen[6].

For instance, the Figure 1.1 shows a mesh topology. The red squares are the routers

Figure 1.1: Mesh Topology

and the green circles represent the IP Core for each node. This is a 4x4 mesh NoC

with 16 routers and IP cores. The router interconnection links are shown in blue

lines. Links are the actual metal wiring in the network.

The transfer of a packet from one node to other is called a hop. A message is

delivered from the source to the destination node by making several hops across

the shared channels or links. Once a topology is selected, there could be different

Department of Electrical Engineering, IIT Madras 4



Design And Implementation of Congestion Aware Router for Network on Chip

possible paths (sequences of nodes and links) that a message could take through the

network to reach its destination. This refers to the path diversity of a topology[4]. A

topology with a high path diversity indicates the possibility of transmitting packets

through multiple shortest paths. Path diversity gives the routing algorithm more

flexibility to send a packet under congestion.

1.3 Router

The most important component within the node is the router. These are intelligent

units capable of communication with other nodes. As a result, direct interconnection

networks are also called router-based networks. Each router has interfaces to connect

to other routers and the local IP Core. Links are used for interconnecting two

routers. Usually, the links are unidirectional so a pair of such links are used for

interconnecting two neighboring routers to ensure bidirectional communication. The

dedicated routers enables overlapped computation and communication within the

network releasing this pressure from the IP core[7].

Design of router is also equally important for an NoC. Routers are equipped with

different units like FIFO Buffers, VC allocator, route computation unit, arbiter,

crossbar switch, switch allocator etc.[8][9].

1.3.1 FIFO Buffers

FIFO buffers are used to store packets or more precisely the flits. The router can

have buffer at either input or output or both sides. But these come at the cost

of hardware overhead. The most commonly used architecture is the input buffered

router where input side alone has the buffers[10].

The organization of these buffers can be performed using Virtual Channels (VC)

which is the most common architecture of today[11]. In virtual channel based

routers, multiple virtual-channels can be linked to one physical channel. The allo-

Department of Electrical Engineering, IIT Madras 5
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cation of VC is done independently by the Virtual Channel Allocator[12]. Because

of this, virtual channels can isolate buffers from transmission units. This results in

less network congestion and improves both throughput and latency. For adaptive

routing, they could provide deadlock freedom by allowing blocked packets to be

bypassed.

1.3.2 Switch Allocation

Switch Allocator is a shared resource within the router. It is possible that multiple

packets in different buffers requesting for the same output port. Under such con-

ditions, the Switch allocator uses priority based arbitration scheme to allot one of

the output ports to one input buffer unit while the other packets are kept waiting.

There are different arbiter implementations like fixed priority, matrix and round

robin arbiters[13].

In fixed priority arbiters, the priority for different input ports are preassigned to a

fixed value. This causes packets in low priority buffers to wait when a higher priority

port is continuously asserted. So it is completely unfair.

The round robin arbiter will keep the priority cycling. If a certain port is granted

during a cycle then in the next cycle the priority for this port will be the least. The

implementation of round robin arbiter is simple and due to its strong fairness round

robin arbiters are most commonly used[5].

Matrix arbiters also has strong fairness based on the principle of the least-recently-

served policy. But their implementation is more complex.

1.3.3 Route Computation

Route computation units are equipped with routing algorithms that determine how

a packet should be routed in the network. A more detailed explanation of routing

methods is in the next section.

Department of Electrical Engineering, IIT Madras 6
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1.4 Routing

Routing determines which of the possible paths a packet actually takes in the net-

work. The primary objective of router is to route the packets through the network

and so the routing unit is inside the router. A good routing algorithm chooses

the shortest path between a source destination and then send the packets via this

route traversing different nodes. After the necessary number of hops, each packet

will reach its destination from the source node. Another important feature that a

routing algorithm should have is its ability to balance the traffic on the network. A

more balanced traffic will reduce congestion in the network and thereby improves

the performance of the NoC.

1.4.1 Classification of Routing

The routing method can be classified as per the location of routing decision as source

routing and distributed routing. In source routing, the route for a packet is precom-

puted at the injection node and encoded to the head flit while in distributed routing,

each packet carries the source and destination addresses for route computation in

all intermediate nodes[14].

Based on adaptability, the routing can be classified into deterministic, oblivious and

adaptive routing. In deterministic routing packets always take the same path be-

tween a source-destination pair. In oblivious routing the packets can take multiple

paths between source-destination pair but it will be irrespective of the network con-

gestion. Adaptive routing has the freedom to reroute packets through non-minimal

paths as per the congestion on the network.

Adaptive routing algorithms can be classified as minimal routing where routing is

through the shortest paths and non-minimal routing which allows longer paths. A

minimal fully adaptive routing can route packets along any shortest path adaptively

while a minimal partially adaptive routing cannot route packets along every shortest

path[15].

Department of Electrical Engineering, IIT Madras 7



Design And Implementation of Congestion Aware Router for Network on Chip

1.4.2 Challenges of Routing

Certain challenges associated with routing are deadlock, livelock and starvation.

Livelock occurs when packet travel around their destination node, but unable to

reach them due to the links being busy. Livelock as the name suggests has movement

of data and therefore power wastage. It will occur in non-minimal adaptive routing

where packets have the freedom to follow non-minimal paths.

Deadlock occurs when packets gets blocked inside the network because of multiple

requests on a shared resource and none of them being granted. Deadlocks can be

routing induced deadlock or packet dependent deadlock.

Starvation occurs when packets have priorities. The packets with low priorities never

reaching their destination.

Dimension-ordered routing is the simple method to avoid deadlock while using

deterministic routing. Being a non prioritized minimal routing, it also ensures live-

lock and stagnation free routing. In a 2D mesh topology, this routing is called XY

routing where packets traverse the X direction first until it reaches the X-coordinate

of the destination node and then Y direction is traversed until it reaches the desti-

nation

1.5 Flow Control

Another important functionality of the router is Flow control. Flow Control dictates

which messages get access to particular network resources at a given time. Thus the

flow control mechanism shall have a strong fairness in allocating a shared resource

to multiple requests. A flow control strategy with strong fairness will allocate the

shared resources with an equal priority to all the requesting components. This

minimizes the delay or the overall latency and also avoids idling of resources reducing

wastage of hardware cycles. Each router is equipped with various modules that

collectively ensures all the above said operating features[16].

Flow control techniques are classified into packet based and flit based flow control.

Department of Electrical Engineering, IIT Madras 8
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Packet based flow control includes store-and-forward flow control where each

node will forward a packet to the subsequent node only after the entire packet is

received. This causes long delays for each hop and so delay critical networks does

not employ this method. Another packet based flow control is virtual cut through

flow control where packets can proceed to the next node before the entire packet is

received. But this forwarding can happen only if sufficient buffer space to hold a

complete packet is available in the downstream router.

Flit based flow control method includes wormhole flow control where flits can proceed

to the next router before an entire packet is received. Unlike virtual cut through

flow control, here a flit is forwarded from the current node if sufficient buffer space is

available in the downstream router for this flit instead of packet. As longer packets

could be occupying buffers of different routers, credit flow is necessary between the

routers for implementing this method[17]. The buffer depth necessary for flit-based

flow control is less than packet-based techniques. Due to faster operation and less

buffering requirements, wormhole flow control is predominantly adopted for building

NoC.

1.6 Motivation

With the multi core processing becoming more common, the efficiency of parallel

processing can only be ensured by assuring the availability of all the required in-

put data for every IP Core simultaneously. The single bus based communication

approach cannot ensure an efficient parallel computation and a dedicated one to

one connection increases the wiring overhead considerably. So NoC is proposed

as a viable solution for this increasing complexity of on-chip communication prob-

lems. The advantages of NoC includes energy efficiency, reliability, scalability of

bandwidth and distributed routing.
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1.7 Outline Of Report

The remainder of this report is organized as follows:

Chapter 2 gives a brief overview to the parameters and metrics for an NoC. Also

it discusses the past and recent works done in the domain of NoC.

Chapter 3 explains the design of NoC router which is used for all subsequent

works. All the internal functions of the router and the packet structure used are

covered in this chapter. The Vivado HLS synthesis results for the router block are

also included.

Chapter 4 covers the design of a Scalable Square Mesh NoC using C++. It has

the record of all simulation work done using the designed simulator. The various

performance metrics used and the corresponding curves are also given.

Chapter 5 is a proposal for a new Simple Congestion Aware X/Y Routing Strat-

egy. The concept and the simulation results are explained here.

Chapter 6 summarizes the works and concludes this project report. It also gives

an insight into the future possibilities of this project.
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Chapter 2

Literature Review

2.1 Literature Review

The topology is the major designing aspect of NoC. Once the topology is fixed the

performance of NoC can be scaled by optimizing the router functions. Reconfig-

urable topologies can give better performance for different applications using the

same architecture[18].

Huge NoCs need numerous routers which comes at high hardware costs so alter-

natives like router less NoCs are suggested[7]. Buffer less router configurations

with scheduled routing is another alternative[19]. Energy efficient Bufferless rout-

ing could enable in order delivery using worm hole flow control and reduce large

buffering requirements at receiver side[20]. Buffered router configurations commonly

used can cause more latency while approximate buffer less routers could give bet-

ter throughput[21]. Wireless network-on-chip (WiNoC) has short-range, radio-hub

nodes which facilitate faster packet transfer when the source destination pair are far

apart[22].

11
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The router functions can be executed in pipeline increasing throughput and

to make the NoC more faster. However reduction of pipeline stages is favorable

with single cycle routers gaining popularity[23]. Optimized Virtual channels imple-

mentations can route flits in a single cycle and help overcome limitations of buffer

space[24].

Route computation module within the router is responsible for decoding packets

and deciding the output port for a packet[15]. Source routing requires larger header

flit size for storing the routed path which results in lower bandwidth utilization.

A detailed exploration of source routing shows low overhead for smaller NoCs[25].

However distributed routing remains the widely employed routing strategy. Adap-

tive routing algorithms gives lower latency and better throughput over deterministic

routing but the power consumed by such routing are also on the higher side[26]. So

energy efficiency of non minimal adaptive routing is a concern. Fault tolerant rout-

ing schemes are necessary with high integration density, as the chances for faulty

links are high. Fault Tolerant routing algorithms are workaround methods for this

case[27]. The effect of routing algorithms on WiNoC are studied[28].

For higher performance, adaptive routing with wormhole flow control is the best

combination. To get the best performance gain from an adaptive routing the con-

gestion in the network is an important parameter. Congestion awareness along with

Fault Tolerance and process variation awareness on an adaptive routing for asyn-

chronous NoC is shown in[29]. Congestion prediction algorithms could be used for

a more balanced traffic distribution to improve the throughput and speed[30]. Low

cost congestion detection method using Buffer Occupancy Value is implemented

in[31]. The local congestion as well as global congestion information are equally rel-

evant, a compromise between locally and globally congestion aware routing is shown

in [32]. While deterministic routing is incapable of traffic awareness, they could be

modified for traffic awareness and hotspot detection[33].

NoC traffic patterns are temporal in nature and so neural network based analysis

and study of these temporal patterns are explored to develop congestion prediction

algorithms based on buffer occupancy[34]. Certain routing methods works well
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with some traffic patterns while for other traffic patterns the performance could be

worse[35]. An architecture where the routing strategy is changed as per the local

traffic pattern called traffic-robust routing algorithm is proposed in[36]. They have

the advantage of better performance under any traffic pattern. CONNECT, is an

NoC IP generator to produce synthesizable NoC implementations using Verilog[10].

Instead of monitoring the buffer occupancy of adjacent routers, the outgoing

traffic based Traffic allocation adaptive routing can be implemented[37]. An in-

termittent XY routing where XY and YX routing are used alternatively at each

subsequent nodes is proposed[38]. XY adaptive routing using context aware agent

which tries to select the least congested path for routing is proposed in [39]. A

centralized adaptive routing mechanism called Adaptive Toggle Dimension Order

Routing (ATDOR), an extension of O1TURN model using central control mecha-

nism is explained[40]. Effect of congestion aware adaptive XY-YX routing using

pseudo random generator on Tianjic2 chip is studied in[41].

2.2 Vivado HLS

Vivado HLS is a High Level Synthesis (HLS) engine made by Xilinx. It can take in

behavioural codes and algorithms written in C, C++ or SystemC and it can generate

an RTL (Register Transfer Level) block with this behaviour. VHDL, Verilog and

SystemC RTL descriptions are possible to be generated using Vivado HLS[42].

We begin with a C or C++ functional code. The code is the one that will

be implemented as an RTL, so it is verified using a test-bench file written in the

same language. Once the behaviour is verifed and found correct, we can proceed

with the synthesis option to build the RTL HDL-based model for our code. Using

the co-simulation feature, Vivado HLS generates test-vectors on its own using the

user designed C/C++ level test-bench code. The co-simulation is used for the

functional verification of the RTL generated[43]. After successful synthesis and co-

simulation, the generated RTL shall be exported as an IP core. This IP can then be

Department of Electrical Engineering, IIT Madras 13



Design And Implementation of Congestion Aware Router for Network on Chip

imported using Vivado design suite to verify the functionality using simulations[44].

Additionally a bit-stream generation is also possible to burn this RTL into an FPGA

for testing the same on hardware.

For a successful synthesis, hardware directives can be inserted into the C/C++

code. These directives indicate the Vivado HLS how the generated RTL should

perform on a hardware. The synthesis report generated by the tool will show the es-

timated hardware utilization and the latency involved[45]. The hardware utilization

is expressed as the total number of LUTs, BRAM, DSP48, Multiplexer, Registers

etc used for the RTL block. The latency report shows the estimated number of

hardware cycles required to complete the functionality of the entire module. The

minimization of hardware utilization and latency is the key designing objective. The

use of directives helps in achieving this goal to a larger extent[46]. More about these

directives can be found in the user guide for Vivado HLS[47].

In HLS, designs can be started from scratch, or using a preexisting code written

for a conventional CPU. There are additional libraries available within the VIvado

HLS for hardware specific functionalities like shift registers, bit level variable assign-

ment for counters etc. These libraries come in handy for the reduction of hardware

and latency of the generated RTL. The use of these in built libraries as well as di-

rectives of Vivado HLS are promoted to synthesize a more optimal design. Another

feature of this tool is the debugger mode analysis where more incite to each function

and object inside the top module is provided. By using the analysis perspective the

debugging is easier and more effective. The root function or method that cause the

substandard design can be identified using the perspective available with Vivado

HLS. So making the root corrections will bring out substantial improvements in the

design.
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Chapter 3

Design of Router

Routers are the brain for any NoC. Routers are used on a network for directing the

traffic or packets from the source to the destination. It coordinates the data flow

which is very crucial in communication networks. Routers are intelligent devices

that receive incoming data packets, inspect their destination and figure out the best

path for the data to move from source to destination. A router has a collection of

registers, switches, function units, and control logic that collectively implement this

functionality. Although many router architecture exists today, the router designed

and used for this project is an input buffered 2 stage router. The architecture of the

router is explained below.

3.1 Router Architecture

Input-queued routers is used as the architecture of choice as shown in Figure 3.1[11].

This is a generic architecture for five port input-queued NoC routers. As seen from

figure only the input side has the buffers to store the packets. Any packet that
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cannot be forwarded immediately is temporarily held in FIFO buffers connected to

the input ports of the router until they can proceed to the next hop. With VC,

buffers are allocated as per the VC ID in the head flit. Advantages of VCs include

deadlock freedom and bypassing for Head-of-Line (HoL) blocking. Without VC,

each incoming packet will be queued to the FIFO buffers of the corresponding input

port.

Figure 3.1: Input Buffered Router Architecture

The important parameters of FIFO buffers is the FIFO depth and width. FIFO

Depth indicates the number of flits a buffer can store and the FIFO Width indicates

the bit size of the buffers. The FIFO Width should match the bit size of the flits.

For this design bit width for the flits and buffers are chosen as 32 bits.

The ports indicated in the figure makes connection to the adjacent routers using

the four directional ports and the local port is used for making connection with the

local IP core of each node. These five ports enables bidirectional communication

possible by using two set of unidirectional wiring for either side. These five ports of

the router are arranged and indexed as shown in Figure 3.2
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Figure 3.2: Router Port Arrangement

As explained earlier, a routerś primary function is to forward each flit that arrives

on one of its input ports to the appropriate output port. To this end, the internal

blocks shown in Figure 3.1 has to execute their corresponding functions as below to

achieve the router functionality. These operations are generally termed the router

pipeline stages[5].

• Route Computation (RC): The RC block decodes the head flit of each

packet to identify its destination node id and compares it with the current

router id and determines to which output port the corresponding packet is to

be routed. Route computation also needs to be done only for the head flit of

each packet.

• Virtual Channel (VC) Allocation: Once route computation is completed,

the packet requests an output VC from the VC Allocator. After successful

VC Allocation, each flit is forwarded to this VC. VC allocation only needs to

be performed for head flits, as the assigned VC is inherited by the subsequent

body and tail flits of the same packet.

• Switch Allocation: The switch allocator unit is uses a crossbar switch and

connects input buffers to the output ports. If multiple packets request for the
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same output port, the switch allocation serves them as a queue using arbiters.

Thus Switch Allocator unit resolves conflicts between packets in different input

buffers destined for the same output port.

• Switch Traversal: After receiving a grant or ready signal from the switch

allocator, the last stage of pipeline where the flit traverse through the crossbar

switch to arrive at its destination output and continue traversing through the

network.

3.2 Specifications for Router Design

Table 3.1 shows the specifications for design of the router using Vivado HLS.

No of In Ports 5
No of Out Ports 5

Input Buffer Depth 8*
No of VC 2

Bit Width of Buffer 32**
Flow Control Scheme Store and Forward***
Routing Algorithm XY Dimension Ordered Routing

Switch Allocation Arbitration Scheme Round Robin

Table 3.1: Design Specification of Router

*Buffer depth can be changed by defining the FIFO DEPTH parameter in para.h file
**For all subsequent work, the flit size and buffer width are fixed at 32 bits

***For all subsequent work, store and forward flow control is employed.

As explained before, in Store and forward flow control, the router waits until an

entire packet is received at the input buffer before beginning the subsequent func-

tions like route computation, switch allocation and switch traversal.
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3.2.1 XY Dimension Ordered Routing

Dimension-ordered routing which is an example of a deterministic routing algorithm

is implemented within the router. In a 2-D topology such as the mesh topology, XY

dimension-ordered routing sends packets along the X-dimension first, followed by

the Y dimension[48]. Due to its simplicity, DOR XY routing is the most commonly

used routing algorithm for NoC. The generic algorithm for implementation of XY

DOR is as below.

Algorithm 1: XY Dimension Ordered Routing

if router id = dest id then

Proceed to LOCAL PORT[4];

else if router col < dest col then

Proceed Right or EAST[1];

else if router col > dest col then

Proceed Left or WEST[3];

else if router row < dest row then

Proceed Up or NORTH[0];

else

Proceed Down or SOUTH[2];

3.2.2 Round Robin Arbiter for Switch Allocation

For switch Allocation, a round-robin arbiter is used. Here the arbiter take the entire

set of requests for an output port and grant one of the input port as per the current

priority. In the next cycle the input port already granted will have the least priority

while the input port next to that will have the highest priority. This way in a

round robin fashion the grant signals are generated with strong fairness[13]. The

complexity of implementing a round robin arbiter is also quite low[49].
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3.3 Structure of Packet

The packets used for all subsequent works has the following generic structure[50].

The flit size is 32bit and every packet has a head flit and a tail flit. When the

packet size is more than 2 flits, then body flits are inserted between the head and

tail flits. For major portion of this work, the packet size is 4 flits with one Head

flit, two Body flits and a Tail flit. The packet size can be changed from the global

parameters header file para.h using the parameter PACKET SIZE

The classification of flits are based on the top 2 MSB values i.e. bits 31,30 (as LSB

starts at index 0) as in Table 3.2. The head flit stores destination node id and

source node id for route computation and switch traversal purposes. The structure

of head flit is shown in Table 3.3. For the body flit and tail flit, bits from 29 to 0

are assigned the destination node id value instead of 0 so that body and tail flits for

different packets can be identified separately. Vivado HLS has an inbuilt range()

function for the addressing a range of bits[47].

Bit 31,30 Flit Type
11 Head Flit
10 Body Flit
01 Tail Flit

Table 3.2: Flit Classification

Bits 31,30 29, ..., 22 21, ..., 8 7, ..., 0
Notation Flit Type Destination ID Unused bits Source ID

Table 3.3: Head Flit Structure
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3.4 Vivado HLS Synthesis of Router

The structure and operation of router is defined using C++ programming language

in Xilinx Vivado-HLS[49]. The major blocks of the router like Input Buffers, VC

Allocator, Switch Allocator and Arbiter are defined using individual C++ class.

The objects of these classes are declared within the main class, router 5port. The

top function, router top() creates a static router 5port object and executes all the

router functions explained in Section 3.1. The entire behavioural operation of router

top function is depicted using flowchart in Figure 3.3. The top function also creates

the following RTL interfaces for each 5 directions as mentioned in Figure 3.2:

1. In Port: 32 bit input ports for reading incoming flits from 5 directions.

2. In Req: 1 bit (Boolean) input request ports are used to indicate a request is

coming for the corresponding input port.

3. In Ready: 1 bit input ready ports to acknowledge the incoming input re-

quest and to indicate if the input ports are ready to read flits through the

corresponding input port.

4. Out Port: 32 bit output ports for sending flits to 5 directions as per the RC

operation.

5. Out Req: 1 bit output request ports to send a request to the adjacent router

or local IP core in order to initiate packet transfer.

6. In Ready:1 bit output ready ports checks if the adjacent router/IP core is

ready to read flits that will be send through the corresponding output port.
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Figure 3.3: Router Behavioural Level Operation
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As mentioned before, the router employs store and forward flow control. Even

though this technique has the disadvantages like long delays at each hop and long

buffers at each router are required to store the entire packet, the handshaking signals

can be implemented using a single bit request and ready signal for each port instead

of more sophisticated structures like the ones used for credit based flow control[17].

The router is synthesized for the target device xczu11eg-ffvc1156-1-i with

single FIFO buffers for each port and without any virtual channels. The synthesized

5 port router IP block is shown in Figure 3.4. The timing summary of the synthesized

RTL is shown in Figure 3.5 and the hardware utilization report is shown in Figure 3.6

Figure 3.4: Synthesized Router Block
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Figure 3.5: Timing Summary

Figure 3.6: Hardware Utilization Estimate

3.5 RTL Simulation of Router IP Block

For the RTL verification of synthesized router IP, Vivado Design Suite is used. An

additional 32 bit port termed num pkts is added to the previously designed router

block. This port indicates the number of packets received by the router through the

corresponding input port. Another IP block named Local CPU which represents the

local IP core connected to the routerś local port (4) is also synthesized using Vivado
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HLS. The local IP core also uses the same handshaking signals as the router. Both

these blocks are exported as RTL IP from Vivado HLS and imported in the Vivado

Design Suite for simulation. They are interconnected as shown in Figure 3.7. All

other input ports of router are connected to constant 0 which represents a LOW

voltage value.

Figure 3.7: Router and CPU Connection

The simulation procedure is as follows:

1. All blocks are provided clock and ap start signals to begin functioning.

2. When a gen pkt request is send to the cpu, it generates a packet that has the

same destination id as the router id and request to send it to the router. For

this simulation this id is set as 12.

3. The router after successful handshaking with the cpu loads the packet into its

buffer connected to input port 4 (local port) in a flit by flit procedure.

4. After the entire packet is received by the router, it performs RC and will

generate a output request for Out port 4.
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5. After successful handshaking between cpu and router, the cpu will read the

packet send by router flit by flit.

6. When an entire packet is received by the cpu, it will increment the num pkts

port of the cpu block by 1 to indicate the same.

Figure 3.8: RTL Simulation Result

The simulation result is shown in Figure 3.8. Note the value at num pkts pin

(9th Row from top) is incremented by 1 (highlighted) at the end of simulation. Also

all other ports such as gen pkt, in port 4, in req 4, in ready4, out port 4, out req 4,

out ready 4 are shown in the Figure. Also it is seen that the individual flits written

at the input port 4 are the same ones coming back through the output port 4. This

simulation successfully verifies the functionality of the RTL generated by Vivado

HLS for the C++ code used.
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Chapter 4

Scalable Square Mesh NoC

Simulator

Network on Chip is the interconnected network of different router objects or nodes

to facilitate multi core communication. There are numerous architecture topologies

for NoC like mesh, torus, ring, butterfly, fat tree and so on. The most common

Figure 4.1: 4x4 Mesh Topology
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topology used is the mesh due to its simplicity. In a mesh topology the nodes are

arranged along multiple rows and columns. For a 4x4 Mesh NoC, there is a total of

16 nodes arranged in 4 rows and 4 columns as shown in Figure 4.1.

4.1 Simulator Design using C++

The router designed for the previous work is a five port router that can send and

receive flits in all four directions and the local port which connects the core. The

same C++ code is used to create router 5port objects. In addition to this a new

class named noc mesh is defined which is used to create a scalable square mesh NoC

using these router 5port objects which represents the nodes in an NoC. The global

parameters header file para.h has a parameter named MESH SIZE which is used to

represents one side of a square mesh. Thus a square of MESH SIZE * MESH SIZE

is created inside the noc mesh class. This class also has methods to execute the

internal functions of all the routers inside the mesh simultaneously. These methods

are called inside the top function. The top function named noc mesh top() has

ROWS COL 1 COL 2 COL 3 COL 4

ROW 4 13 14 15 16

ROW 3 09 10 11 12

ROW 2 05 06 07 08

ROW 1 01 02 03 04

Table 4.1: Node Numbering and Arrangement For 4x4 Mesh NoC

a collection of N number of input, output and the associated request and ready

signal ports to connect to the core of N nodes where N represents MESH SIZE X

MESH SIZE. All these ports are connected to the port number 4 or local port of each
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node. The nodes are numbered from 1 to N. The arrangement for a 4x4 mesh is as

shown in the Table 4.1 and the arrangement for a 8x8 square mesh is as shown in the

Table 4.2. This numbering is important for making the correct connection between

ports of different router 5port objects and also for route computation purpose.

ROWS COL 1 COL 2 COL 3 COL 4 COL 5 COL 6 COL 7 COL 8

ROW 8 57 58 59 60 61 62 63 64

ROW 7 49 50 51 52 53 54 55 56

ROW 6 41 42 43 44 45 46 47 48

ROW 5 33 34 35 36 37 38 39 40

ROW 4 25 26 27 28 29 30 31 32

ROW 3 17 18 19 20 21 22 23 24

ROW 2 09 10 11 12 13 14 15 16

ROW 1 01 02 03 04 05 06 07 08

Table 4.2: Node Numbering and Arrangement For 8x8 Mesh NoC

The top function creates a static object for noc mesh class and calls the method

to perform internal functions of all routers. The router functions are executed in

two stages. In the first stage all the input ports are read and buffers are loaded

using VC allocation function for all nodes. In the second stage the rest of the router

functions like RC, Switch allocation and traversal are performed. These 2 stages are

considered as 2 cycle operation and so for each top function call, an equivalent two

hardware cycles are necessary.

A testbench is written which will make successful handshakes between router

and IP Core and thereby transfer packets in and out of the NoC. It also has a

Department of Electrical Engineering, IIT Madras 29



Design And Implementation of Congestion Aware Router for Network on Chip

global counter variable named fn call ctr which records the number of times the

top function, noc mesh top is called. Due to the 2 stage operation of the routers,

the total cycles taken is twice the global counter value. The generation and receiving

time for each packet are also recorded in the testbench file in terms of the count

from the global counter variable. These values are used in estimation of latencies as

explained in Section 4.2

The top file and its associated headers along with the testbench completes the

Scalable Square Mesh NoC Simulator.

4.2 Estimation of Latency

For every packet injected into the NoC, the tail flit is assigned a packet id and its

generation time is recorded. Once a tail flit of any packet is received from the NoC

as per its packet id the received time is recorded. Structures in C++ are used for

recording packet details. The modified tail flit structure is shown in Table 4.3.

Bits 31,30 29, ..., 23 22, ..., 8 7, ..., 0
Notation Flit Type Unused bits Packet ID Destination ID

Table 4.3: Modified Tail Flit Structure

Source IP Core to Router Handshaking takes 2 cycle

Router to Destination IP Core Handshaking takes 2 cycle

Total IP Core Operating Time = 4 Cycles per Packet

A snippet of Packet details recorded using the simulator is shown in Figure 4.2.

The hops indicated includes the source core to router hop, router to router hops

and router to destination core hop. The WAIT T represents waiting time for each

packet, ST LAT represents link traversal latency. The estimation of latency on the

designed NoC is explained in the below equations[51].
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Total Latency = (Pkt Rec Time - Pkt Gen Time) * Router Operation Stages

= (Pkt Rec Time - Pkt Gen Time) * 2

Link Traversal Latency = Total Hops * Packet Size * Router Operation Stages

= Total Hops * 4 * 2

Waiting Time = Total Latency - Traversal Latency - IP Core Operating Time

= Total Latency - Traversal Latency - 4

Figure 4.2: Packet Details Recorded

4.3 Traffic Patterns

There are several synthetic traffic patterns that can be used in a mesh network. The

random traffic pattern is the easiest to design and implement. But for practical pur-

poses static synthetic traffic patterns like bit reversal, bit complement, bit rotation,

shuffle, transpose, tornado, neighbor etc.[4] are desirable. The table 4.4 shows the

logic for traffic pattern generation[5].

Different kinds of traffic patterns cause distinct sharing of the physical channels.

Also different routing algorithms cause difference in channel usage for the same

traffic pattern. The congestion in a network is caused by the packet injection rate,
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Type Pattern
Random λsd = 1/N
Bit Permutation
Bit complement di = ¬si
Bit reverse di = sb-i-1
Bit rotation di = si+1 mod b
Shuffle di = si-1 mod b
Transpose di = si+b/2 mod b
Digit Permutation
Neighbor dx = sx + 1 mod k

Table 4.4: Traffic Patterns

packet spatial distribution and the packet size[3]. Each traffic patterns creates its

own spatial distribution and thereby congestion[35].

The traffic patterns implemented with this simulator are random, shuffle, neigh-

bor and transpose. In a random traffic pattern, each node is equally likely to send

a packet into any other node on the network. In shuffle traffic pattern, the nodes

at odd location sends packet to nodes at even location an vice versa. In neighbor

traffic, each node sends packet into its adjacent node except the nodes at the top and

right edges. They send packets to the nodes on the opposite edge. The transpose

traffic is similar to the matrix transpose where each node will send packets to the

node at it transpose location.

4.4 Simulation Results

The Scalable Square Mesh NoC build using C++ is used as a simulation tool to

estimate and verify the effect of different parameters on the performance of the

NoC. The simulator has provisions for varying the parameters like traffic pattern,

packet size, FIFO depth, mesh dimension and packet injection interval. Routers with

XY DOR Algorithm is used with store and forward flow control. The performance
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metrics estimated by the simulator are the total packets injected, average value of

latency and waiting time as well as the peak values of latency and waiting time. The

effect of varying different parameters on the performance of the NoC are explained

in the subsequent sections.

4.5 Performance Metrics

4.5.1 Total Packet Handled

When the IP cores tries to inject packet at certain intervals into the NoC, the network

or more precisely, the routers can accept the packets only if there are sufficient free

buffers at its input port connected to the IP core. The free buffer availability is also

a measure of the congestion within the network which affects the overall speed of

network. A faster queuing and dequeuing operation at the buffers will result in more

number of packets handled. Other factors like traffic pattern and routing method

also directly influence the dequeuing rate. For a store and forward flow control, the

total number of packets that can be handled by the network shows the saturation

rate and the total information exchange possible using the network. Thus this is an

important metric to estimate the performance of the NoC.

4.5.2 Latency

Latency is a measure of how long it takes for a packet to start from its source to reach

its destination by executing several hops through multiple intermediate nodes. The

latency includes the link traversal time which is directly proportional to the packet

size for store and forward flow control[51]. The latency also includes waiting time

which is explained below. The average latency is an indication of the overall speed

of the NoC. It is estimated by taking the average of latencies incurred for every

packets injected to the network. The peak latency is another important metric that
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summarizes the entire performance of the whole chip. The peak values indicates

how long the associated IP cores has to wait before proceeding with the previous

task.

4.5.3 Waiting Time

Waiting time is the time during which the packet sits idle inside the routers waiting

for its turn in route computation and switch allocation. This is a metric that

indicates the fairness of shared resources as well as the resource wastage. Longer

waiting times leads to huge latencies and the associated destination IP core process

will also be delayed considerably. It is always the objective to reduce the waiting

time and thereby the latency of packet transfer. Here also the average value indicates

the overall speed of the network while the peak value indicates the delay incurred

for processes and threads inside the IP cores.

4.6 Simulation Methodology

The performance of the NoC with different parameters are estimated through mul-

tiple simulations. In every case the simulator runs for more than 5000 cycles with

the first 250 cycles as the warm-up period for the NoC. During this warm-up pe-

riod, traffic builds up in the NoC and the estimation of latency and waiting times

are performed only after this period to improve the consistency of values. Also this

warm-up period builds congestion within the network so that the estimated values

will be more reliable. In the first 5000 cycles the packets are injected at the certain

interval into the NoC by different nodes at random time. After 5000 cycles the

packet injection process stops and the simulator waits for all the injected packets

to come back from the NoC before stopping the simulation and estimating the per-

formance metrics. The number of cycles the simulator will run after 5000 cycles

depends on the remnant packets on NoC at the end of injection process.
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4.7 Effect of FIFO Depth and VC

The above explained simulation employing XY DOR is performed on both 4x4 and

8x8 Mesh NoC for average packet injection intervals of 12,15,18,25 and 40 cycles for

the following router input buffer configurations.

(i) Configuration 1: 1 VC: FIFO Depth 8

(ii) Configuration 2: 1 VC: FIFO Depth 16

(iii) Configuration 3: 2 VC: FIFO Depth 8

The traffic pattern used is Random traffic where each node is equally likely to send

a packet to any other node. The packet size is fixed at 4 flits.

The heat map of the traffic, Figure 4.3 shows the distribution of traffic on a 4x4

NoC for a packet injection interval of 12 cycles with routers having 2 VC of fifo depth

8 flits. The Figure 4.4 shows the same for an 8x8 Mesh NoC under same conditions.

Figure 4.3: Random Traffic Distribution on 4x4 NoC

The numbers on each cell represents the number of packets handled by the network

with that particular destination node. So it indicates the total packets received by

the node as per the node arrangement table. The arrangement of routers or nodes

are shown in Table 4.1 and Table 4.2 for 4x4 and 8x8 NoC respectively.
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Figure 4.4: Random Traffic Distribution on 8x8 NoC

4.7.1 Total Packets Handled

As explained before, the simulator will try to inject packets at various intervals but

the NoC can only accept packet if there is sufficient buffer space in the corresponding

routers. The Figure 4.5 shows the performance curve for 4x4 Mesh and the Figure 4.6

shows the performance curve for 8x8 Mesh.

Figure 4.5: 4x4 Mesh: Total Packets Handled

The total packets handled will reach a saturation point as the packet injection
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Figure 4.6: 8x8 Mesh: Total Packets Handled

interval is decreasing or packet injection rate increasing. The saturation occurs due

to the build up of congestion in the network. The performance of three configurations

are shown which clearly indicates the effect of VC over increasing FIFO depth. It is

seen that the saturation limit is highest for 2 VC configuration and lowest for single

VC with FIFO depth of 8 flits.

4.7.2 Average Latency and Waiting Time

The average latency and waiting time is a measure of the network speed for varying

traffic. The congestion is directly proportional to these parameters as shown. The

Figure 4.7 shows the performance curve for 4x4 Mesh and the Figure 4.8 shows the

performance curve for 8x8 Mesh.

Here the effect of VC shall be compared against the 2nd configuration i.e. 1 VC

and FIFO depth of 16. It is seen that employing another VC is better than doubling

the FIFO depth. Any comparison of configurations 2 and 3 with configuration 1 is

not appropriate as the traffic and the number of packets handled by them are entirely

different.
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Figure 4.7: 4x4 Mesh: Average Latency and Waiting Time

Figure 4.8: 8x8 Mesh: Average Latency and Waiting Time
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4.7.3 Peak Latency and Waiting Time

The peak latency and waiting time is an important metric that summarizes the

entire performance of the whole chip. The Figure 4.9 shows the performance curve

for 4x4 Mesh and the Figure 4.10 shows the performance curve for 8x8 Mesh.

Figure 4.9: 4x4 Mesh: Peak Latency and Waiting Time

Figure 4.10: 8x8 Mesh: Peak Latency and Waiting Time

Here also the effect of VC shall be compared against the 2nd configuration. It
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is seen that employing another VC is better than doubling the FIFO depth under

highly congested traffic. But for packet injection interval of 15 cycles the 2nd config-

uration leads to lower peak values. This is due to first in first out scheme employed

under no VC for configuration 2. The designed router with 2 VC operates as fol-

lows, the 2nd VC starts filling only when the 1st VC is filled entirely. When the 2nd

VC loads a packet, the dequeuing operation for the next cycle is prioritized for the

packet in VC2 and so during this time the packet in the 1st VC is waiting. Once

the packet in VC2 is dequeued then the next priority is for VC1. So this alternating

priority for route computation will adversely affect the first in first out nature of

the NoC router. Such a priority switching between VC may cause the 2nd packet

in VC1 to endure longer waiting queues.

As in the case of the previous metric, any comparison of configurations 2 and 3 with

configuration 1 is not appropriate as the traffic and the number of packets handled

by them are entirely different.

4.8 Performance with Synthetic Traffic Patterns

The designed NoC is simulated with static synthetic traffic patterns explained in

Section 4.3. This simulation is done with a packet size of 4 flits and packet injection

interval of 18 cycles. XY DOR is employed. The simulation is run on 3 different

mesh networks viz. 4x4, 6x6 and 8x8 mesh. In each case the router used has a FIFO

depth of 16 flits. Different router buffer configurations will show similar trend for

this parameter variation.

4.8.1 Total Packets Handled

Figure 4.11 shows the total packets handled against traffic patterns for different

mesh dimensions. The total packets handled will depend on the mesh size directly.

The bigger mesh will have more IP cores and routers and therefore the packets
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handled will be higher compared to smaller mesh dimension. All the traffic patterns

show similar trend and the neighbor traffic will handle much more packets as here

the nodes inject packets into the adjacent nodes. So the congestion build up will be

lower in this case compared to other traffic patterns.

Figure 4.11: XY Routing: Packets Handled Vs Traffic Patterns

4.8.2 Average Latency

Figure 4.12 shows the variation of average latency with traffic patterns. The average

latency also depends on the mesh size directly. The bigger mesh will have packets

with longer hops between source and destination and therefore the average latency

will also grow with mesh dimension. It can be seen that with shuffle traffic, the

bigger mesh will cause substantial increase in network congestion leading to a higher

growth rate for average latency. In neighbor pattern, the congestion build up will be

lower due to adjacent source destination pairs and hence here the latency endured

will be much less.
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Figure 4.12: XY Routing: Average Latency Vs Traffic Patterns

4.8.3 Average Waiting Time

Figure 4.13 shows the average waiting time plot against traffic patterns. Here also

a similar trend as in case of average latency is seen. The reasons being the same

mentioned before. It can be seen that with shuffle traffic, the bigger mesh has

Figure 4.13: XY Routing: Average Waiting TIme Vs Traffic Patterns

considerable waiting time which proves the build up of network congestion. Also

for neighbor pattern, the average waiting time is negligibly small which cause the
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least latency and highest number of packets handled suggesting there is hardly any

congestion for neighbor traffic. Also it is noteworthy that the same injection rate is

causing considerable amount of congestion for other traffic patterns.

4.8.4 Peak Waiting Time

Figure 4.14 is the graph showing peak waiting time for different traffic patterns.

The peak waiting time is direct indication of the network congestion. It is seen here

Figure 4.14: XY Routing: Peak Waiting TIme Vs Traffic Patterns

that for shuffle traffic pattern the peak waiting time incurred is much higher for the

8x8 mesh as compared to other two meshes. This explains the growth of latency

and waiting time for shuffle traffic pattern in the previous curves Figure 4.12 and

Figure 4.13. The interesting case here is the transpose traffic. It is known that in

transpose traffic the the node at top left corner will send packets to bottom right

corner (diagonally opposite) and vice versa. This causes the total hops necessary to

grow along with the mesh dimension for these particular source destination pairs.

These packets are the ones that will suffer longer waiting time and latency. Hence

even though the average values are smaller than random and shuffle pattern, the

peak waiting time for transpose traffic is comparatively huge.
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4.9 Effect of changing Packet Size

To study the effect of changing packet size, a 4x4 mesh is used with the 3 router

buffer organization as explained in Section 4.7. XY DOR is used here as well.

Random traffic pattern is used with a packet injection interval of 21 cycles. Packet

size of 2 flits, 4 flits and 8 flits are used for comparison using the performance metrics

Section 4.5. Note that the packet size was 4 flits for all the previous simulations.

4.9.1 Total Packets Handled

Figure 4.15 shows the total packets handled against packet size for different buffer

organization. The total packets handled will depend on the packet size inversely.

Bigger packet size will need more buffer space and therefore the number of packets

handled will be lower for increasing packet size. All the configurations show similar

Figure 4.15: XY Routing: Packets Handled Vs Packet Size

trend but the saturation point will be higher with increasing FIFO depth and VC.

So they will handle more packets. With the packet injection rate below saturation

both configuration 2 and 3 will handle same number of packets at different speeds

as explained in subsequent sections.
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4.9.2 Average Latency

Figure 4.16 shows the variation of average latency with packet size. The average

latency directly depends on the packet size. The larger packets need more time to

traverse between source and destination and hence their average latency is more as

expected. It can be seen that with 2 VC i.e. configuration 3, the average values

Figure 4.16: XY Routing: Average Latency Vs Packet Size

of latency is always lower than the value for configuration 2. This is due to the

breaking of longer queues of configuration 2 which will result in improvements in

waiting time and shared resource allocation. The average waiting time also shows

similar trend for these parameters and hence is omitted.

4.9.3 Peak Latency

Figure 4.17 shows the peak latency for different packet size. The peak latency with

configuration 1 is more for packet size of 2 than with packet size being 4. This is

because with a packet size of 2 flits, the network with FIFO depth of 8 can load

and transfer a larger number of packets. This increase in the number of packets also

lead to longer queues. It can also be seen that with packet size of 8 flits, the peak
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Figure 4.17: XY Routing: Peak Latency Vs Packet Size

latency for the configuration 2 is considerably higher than the value in configuration

3. This proves the adverse impact of longer queues as in case of average latency as

well. The peak waiting time also has similar trend and therefore is not included.

4.10 Effect of configuration on Traffic Patterns

For this scenario, a 8x8 mesh is used with the 3 router buffer organization explained

in Section 4.7. XY DOR is used with packet size of 4 flits and a packet injection in-

terval of 16 cycles. Figure 4.18 shows the number of packets handled and Figure 4.19

shows the average latency values respectively for each configurations.

The effect of different buffer configurations is visible when the network congestion

varies. It is parameters like packet injection interval and spatial distribution of the

packets which cause congestion in the network rather than the traffic pattern itself.

The random traffic pattern can change the spatial distribution of the packets and

thereby affect the congestion even when the injection rate is fixed. So with random

traffic pattern we obtain different values of total packets handled and average latency

for configuration 2 and 3 as in Section 4.7. The static synthetic traffic patterns has
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Figure 4.18: Buffer configuration: Packets Handled Vs Traffic Patterns

Figure 4.19: Buffer configuration: Average Latency Vs Traffic Patterns

fixed spatial distribution for packets and hence cannot affect the congestion if the

packet injection interval is fixed. The packet injection interval of 16 cycles does not

cause adequate congestion with static traffic patterns and as a result the number of

packets handled and average latency remains the same for configuration 2 and 3. As

before comparison of configurations 2 and 3 with configuration 1 is not appropriate

as the traffic and the number of packets handled by them are entirely different.
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Chapter 5

Congestion Aware X/Y Routing

In this chapter a new simple and sophisticated congestion aware X/Y routing algo-

rithm is proposed. The performance and the effect of this new routing algorithm

is checked on the previously build NoC simulator. Some features are added to the

routers of NoC to facilitate congestion estimation as well as for adaptive routing.

The additional features and functionalities of the router as well as the results of the

proposed routing strategy are explained in this chapter. In addition, these results

are compared against the ones obtained for conventional XY routing algorithm from

the previous chapter.

5.1 Background

In conventional XY Routing, a packet is first traversed along the X direction and

then along the Y direction. The disadvantage of this method is that if the packets

already in queue inside the router are requesting for the same X port then the packet

will have to wait for its turn as per the round robin arbitration scheme. This non
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adaptive nature of XY routing leads to considerable loss in performance and may

increase the overall latency. Adaptive routing strategies are implemented in order

to overcome this limitation and to explore alternative paths to send packets through

a network when under congestion.

Before explaining the new routing strategy, one should get familiarized with the

request matrix structure used for the router design as shown in Figure 5.1.

In the request matrix, each row corresponds to one of the input ports and each

column corresponds to an output port. The top row represents Input port 0 or

North bound port and the subsequent rows below it represents the ports in order

as explained in Figure 3.2 with the bottom row representing input port 4 or input

local port. Similarly the left most column corresponds to Output port 0 or North

bound port and each subsequent columns corresponds to other the output port in

similar order with right most column for output port 4 or output local port.

For e.g. a 1 in the first row at 3rd column implies the packet waiting in the buffer of

input port 0 is requesting the output port 2. Note that indexing of the ports begin

from 0 and not 1 as C++ arrays are used for port implementation. Note that a row

Figure 5.1: Request Matrix Structure

can only have a single 1 as an input port can make request for only one output port.

When a column has more than one entry as 1, each request is granted as per the

priority assigned by round robin arbiter inside the switch allocation block of router.
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5.2 Proposed X/Y Routing Scheme

As seen from Figure 5.1, the red circled entry in the request matrix is being added to

the already congested queue for output port 3. Say the arbiter priority for this out

port is currently at output port number 1 which implies there is a long waiting time

for the packet in buffer of input port 4 before it is granted. One way to mitigate

this long waiting time is by avoiding the X dimension traversal when X ports are

congested and looking for the Y traversal.

The proposed congestion aware X/Y routing scheme will simultaneously calculate

both X and Y direction hops required to be made by a packet and will assign the

request on to the output port which has less pending requests and congestion. But

this method is applicable only for packets that have both X and Y hops. These

packets are called reroute-able packets. For packets that has to do either X or Y

hop alone to reach the destination will not have such a flexibility and shall remain

in its own route. These are the non reroute-able packets.

5.2.1 Parameters of Importance

One method to ensure first in first out strategy is to implement the proposed X/Y

Routing strategy as an oblivious routing where packets traverse different paths from

source to destination without regard to the network congestion. But such imple-

mentation without giving regard to the congestion in the NoC may give rise to local

hotspots and will degrade the performance. Thus oblivious nature of routing is not

acceptable and so there are two factors that are to be considered before employing

this routing scheme:

1. Congestion on Network

2. Number of Pending Requests for an Output Port

One can find that the adaptive nature of the proposed congestion aware X/Y routing
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scheme is centered around the availability of free buffers in the adjacent routers and

a more evenly distributed request matrix generation. Together this ensures a strong

first in first out strategy for the routing of packets over XY DOR. Also it makes the

proposed routing strategy a minimal adaptive routing. Minimal adaptive routing

will take into consideration the network congestion and at the same time will take

the minimal path to reach the destination. Thus there is hardly any energy wastage

over the minimal DOR counterpart.

5.2.2 Simple Congestion Estimation

The occupied buffer slots in a router is a direct measure of the local congestion and

therefore in order to quantify the congestion the concept of Buffer Occupancy Value

(BOV) is used. The BOV is defined as the ratio of number of occupied buffer slots

to the FIFO depth of a router. A BOV is calculated for the all four buffers of the

directional ports using the flit cnt variable which stores the number of flits present

in that buffer. The BOV calculated can be compared against a threshold value and a

Boolean signal can be used to indicate the buffer availability to the adjacent routers.

BOV of Input Port =
Buffer Slots Occupied

FIFO DEPTH ∗No of V C
(5.2.1)

The Figure 5.2 shows the pin configuration for the congestion aware router IP

block. Only two additional ports viz bov in and bov out, each consisting of 4 boolean

pins are added to each router from the previous configuration3.4.

A BOV output port of 4 pins one pin for each direction and a similar BOV input

port. So overall only 8 pins are increased over the former router architecture. The

BOV output port is set to 1 when the flit cnt of the corresponding buffer exceeds

the threshold else it remains 0. The BOV input port is used to read the BOV output

port of adjacent routers to assert the buffer availability of downstream router before

proceeding with the routing algorithm. So if a pin in the bov in port is read as 1
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Figure 5.2: Congestion Aware Router IP Block

then it indicates a congestion for the output port in that corresponding direction.

Setting the threshold is also important for congestion aware routing. For instance,

threshold is set at 75% for FIFO depth of 16 (Configuration 2 Section 4.7 ) which is

12 flits. So when the flit cnt of a buffer is greater than 12 then the BOV output pin

is set to 1 and this information is used by the adjacent router along the direction of

that pin for its route computation.

Another important parameter is the number of pending requests on an output

port which adds to the waiting time and thereby the overall latency. So it is equally

important to generate a request matrix which is more evenly distributed in the sense

that it is necessary to avoid some output ports remaining idle while the other ports

being congested.
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5.2.3 Implementation

In the new route computation scheme, both the X direction port and Y direction

port are computed simultaneously if applicable. If there is a column match or a

row match, then only Y hop and X hop is possible respectively. These are the non-

reroutable packets and so their requests are unaltered. But for the packets that has

both X and Y hops or the reroutable packets, the number of pending requests on

both the computed X and Y ports are counted.

Congestion on the X port of the downstream router could be due to two reasons:

1. Packets waiting in input buffers of next router.

2. Pending requests within current router having higher priority in arbitration.

In either case it is preferred to reroute the packets through the Y port if and only

if the Y port is not congested. In the event of Y port also being congested, the

X port is chosen to implement XY DOR. This will make the proposed routing to

behave like XY DOR at high injection rate. If the number of requests on the X port

is less such that it will not build up congestion in the downstream router and if the

X port is not already congested, it shows low packet injection rate and therefore

less congestion. For this case also X port is selected. So only at medium injection

rate and less congestion the proposed routing will deviate from the conventional XY

DOR behaviour.

In effect if there is no congestion and no chance for congestion build up in the buffers

of X port for downstream router, then X port is chosen. The Y port is chosen if

there is either of these occurring with Y port having free buffers. If the Y port

buffers are also congested then X port is used. If the number of Y port requests is

more then X port is used just like XY DOR.

It can be seen that using the concept of BOV and 8 boolean pins with minimal

changes to the XY DOR routing algorithm, congestion awareness and adaptivity is

added. Thus the hardware overhead required for the up gradation is also very low.

The algorithm can be summed up as follows.
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Algorithm 2: Congestion Aware Minimal Adaptive X/Y Routing

if No. of Requests for X-port > No. of Requests for Y-port then
if (BOV in for X-port = 0 ) AND (Pending requests for X-Port <

Threshold) then

Use X Port;

else if BOV in for Y-port = 0 then

Use Y Port;

else

Use X Port;

else

Use X Port;

end

5.3 Simulation Results

The performance of the proposed congestion aware X/Y routing scheme is compared

against the conventional XY routing scheme using the designed Scalable Square

Mesh NoC Simulator. The simulation methodology is also same as explained in

Section 4.6. The effect of varying parameters like buffer configuration, BOV thresh-

old and traffic patterns on the performance of the proposed routing scheme is ex-

plored. For each case the results obtained are compared against the results using

conventional XY DOR scheme. It is seen that there is considerable performance

improvement for the proposed congestion aware X/Y routing scheme.

5.4 Effect of VC and FIFO Depth

The performance of the proposed congestion aware X/Y routing is studied for the

three configurations explained in Section 4.7. The performance metrics already

described are used to estimate and compare the performance. To study the effect of
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VC and FIFO depth, a 4x4 mesh is used with random traffic pattern and a packet

size of 4 flits. The packet injection intervals are varied here.

5.4.1 VC 1: FIFO Depth 16

The Figures 5.3, 5.4 and 5.5 shows the comparison of the proposed congestion

aware X/Y routing strategy against conventional XY DOR in terms of total packets

handled, peak latency and peak waiting time respectively.

Figure 5.3: Comparison 4x4 Mesh: Total Packets Handled

The total number of packets that can be handled by the new algorithm is slightly

better than XY routing under medium packet injection rate. For very low injection

rate, this algorithm becomes same as the conventional XY routing scheme.

It is seen that the peak latency and waiting time for the packets can be reduced

drastically under this configuration. When the packet injection interval is around

18 to 20, the network is lightly loaded and hence there are sufficient free buffers for

rerouting the packets to reduce the waiting times. But as the injection interval is

lowered, the free buffer availability will also decrease leading to smaller performance

gain as is the case for packet injection interval of 15 cycles. The reason is the

increasing congestion which results in lower free buffers.
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Figure 5.4: Comparison 4x4 Mesh: Peak Latency

Figure 5.5: Comparison 4x4 Mesh: Peak Waiting Time

5.4.2 VC 1: FIFO Depth 8

As explained in the previous section, the proposed routing scheme works well when

there are free buffers available in the network. For Store and Forward flow control

with packet size of 4 flits, the free buffers available for this configuration is really

low for higher packet injection rate. Even though the peak latency and waiting time

can be reduced due to the strong first in first out nature of the proposed scheme,
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it is not of major relevance as more packets cannot be handled by the network. So

these performance graphs are not included here.

5.4.3 VC 2: FIFO Depth 8

The Figures 5.6 show the number of packets the proposed congestion aware X/Y

routing strategy can handle against conventional XY DOR for configuration 3.

Figure 5.6: Comparison with VC: Total Packets Injected

It is seen that the total number of packets handled can be slightly improved

using the proposed X/Y routing under medium packet injection rate. For very low

and high injection rates, the proposed X/Y routing can handle equal number of

packets as does the conventional XY routing scheme. The results of peak latency

and waiting times are shown in Figure 5.7 and 5.8 respectively.

Here it can be seen at high packet injection rate or low injection interval, the peak

latency and waiting time under the proposed routing has a minor degradation. This

is partly due to the fact that the allocation of VC under congested traffic affecting

the first in first out nature of the new algorithm and partly due to the nature of

router operation with VC as explained in Section 4.7.3. At this high injection rate

the number of packets handled by the network is also same as XY DOR. But for
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Figure 5.7: Comparison with VC: Peak Latency

Figure 5.8: Comparison with VC: Peak Waiting Time

a medium injection rate which is for a packet injection interval of 21 cycles, the

proposed routing scheme shows promising results. This is due to the same reason

as explained in Section 5.4.1.

Also it can be seen under very low injection rate, the peak latency and waiting time

are more similar to the values obtained under XY DOR because of less need for

rerouting.
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5.5 Effect of BOV Threshold

The BOV threshold is an important parameter which decides the buffer congestion

and thereby affects performance of the proposed congestion aware X/Y routing. As

explained in Section 5.2.2 the entire rerouting process occurs based on the incoming

values at the BOV input pin from the adjacent routers.

For this simulation, a 4x4 mesh is used with router having FIFO depth of 16 flits.

Packet injection interval is selected as 21 cycles which corresponds to medium traffic

congestion. Random and Transpose traffic patterns are used and the results are

compared against the conventional XY routing performance.

Figure 5.9: Effect of BOV Threshold: Total Packets Handled

The Figure 5.9 shows the total packets handled by the proposed congestion aware

X/Y routing. For BOV threshold at 50% and 75% of the total FIFO depth which

is 8 and 12 flits respectively in this case, the number of packets handled are higher

for both traffic patterns. The transpose traffic seems to performance considerably

better. Also it should be noted that if the threshold is set to 100% of FIFO depth (16

here), the proposed routing algorithm will not perform rerouting and hence behaves

exactly like XY DOR.

Figure 5.10 shows the average latency incurred for different BOV threshold val-

ues. A threshold of 50% is good for random traffic but 75% gives more gains from
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transpose traffic in terms of average latency.

Figure 5.10: Effect of BOV Threshold: Average Latency

Figure 5.11: Effect of BOV Threshold: Peak Latency

Figure 5.11 shows the peak latency incurred for different BOV threshold values.

Here it is seen that a threshold of 75% is good for random traffic but 50% gives

more gains from transpose traffic. When threshold is 100% of FIFO depth, average

and peak latency are same as with XY DOR.

In conclusion, the choice of threshold limit is crucial for setting the congestion.
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A variable threshold value as per the traffic pattern of the current workload will

give better performance gains. In general the threshold has to be between 50% and

100%. This section proves the dependency of the proposed X/Y routing on the free

buffer availability in the network.

5.6 Performance with Synthetic Traffic Patterns

The performance of the proposed congestion aware X/Y routing with different traffic

patterns like random, shuffle, neighbor and transpose is compared against the XY

DOR counterpart. For these simulations, a 8x8 mesh is used with an injection

interval of 15 cycles. For a FIFO depth of 16 flits with 1 VC and BOV threshold of

75% is used. The packet size used is 4 flits.

Figure 5.12: Comparing Effect of Traffic: Total Packets Handled

Figure 5.12 shows the total packets handled by the proposed routing against XY

DOR. There is a slight increase in the number of packets handled for random traffic

and no increase with neighbor traffic. The reasons are unbalanced traffic and less

number of hops respectively. For shuffle traffic the increase is 11% and for transpose

traffic the increase is 37% in terms of the total packets handled by the network.
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Figure 5.13: Comparing Effect of Traffic: Average Latency

Figure 5.13 shows comparison of average latency in each case. The average

latency increases slightly for random traffic. For neighbor the proposed X/Y routing

behaves exactly like XY DOR. With shuffle traffic pattern, the average latency

reduced by 6% while with transpose traffic it increases by 24%. It should be noted

that with latter, the number of packets handled by XY DOR was 7005 while it is

9615 with the proposed routing scheme. This huge increase in the number of packets

will increase congestion in the network causing average latency to increase here.

Figure 5.14: Comparing Effect of Traffic: Peak Latency
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Figure 5.14 shows the comparison of peak latency with different traffic patterns.

It is seen that the peak latency does not change for shuffle and neighbor traffic. For

the former this is a positive indication as handling of more number of packets is

not causing any adverse performance impacts. The reduction of peak latency seen

for transpose traffic is enormously huge. The peak latency is reduced by a factor of

60% here. Even for random traffic the reduction in peak latency is 14%.

Comparing all the metrics the following conclusion is derived. For random traf-

fic the performance gain in terms of number of packets is negligible but there is

considerable reduction in peak latency. In case of shuffle traffic, the proposed XY

routing method transfer considerably more packets at lower average latency and not

affecting the peak latency. So in effect the performance gain for shuffle traffic using

the proposed XY routing scheme is showing promising results. With neighbor traffic

the proposed routing method is not effective and it behaves exactly like conventional

XY DOR in terms of every metric.

The effect of proposed routing in case of transpose traffic is also a more promis-

ing result. Here the total number of packets handled is increased significantly and

the reduction of peak latency is enormous. The considerable increase in the av-

erage latency is understandable because the proposed routing will push the NoC

towards saturation which would otherwise operate at a lower congestion. But the

performance gains clearly appears to dominate here.

5.7 Summary of Performance

The proposed congestion aware XY routing strategy is a simple congestion aware

adaptive routing technique that takes into consideration the congestion as well as

the pending output port requests. This method is an exploitation of the free buffers

available in the adjacent routers and the idle output ports of the current router over

the XY DOR method. So as in case of any exploitation there is an optimum level

which gives maximum returns.
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The performance of this algorithm depends upon the BOV of downside router

to a greater extend. If there are sufficient free buffers on the NoC, the rerouting is

effective and this strategy will give better results. Due to the strong first in first out

nature of this algorithm, all performance metrics can be improved drastically for

packet injection rates lower than the saturation point where the buffer availability

is guaranteed. As for the peak latency and waiting time, it will come down dras-

tically for packet injection rates lower than the saturation point. Under very low

packet injection rate the proposed routing strategy behaves similar to conventional

XY routing because there is hardly any need for rerouting. Also with high packet

injection rates, there is less free buffers for rerouting and hence deadlock freedom at

higher injection rates need to be studied. The traffic or packet injection rate is the

key parameter in deciding the buffer occupancy in an NoC and therefore it plays a

key role in the performance of this routing method as well.
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Chapter 6

Conclusion and Future Scope

This work is a comprehensive study and implementation of a basic router archi-

tecture. Also design of a scalable square Mesh NoC simulator using the routers is

presented. Extensive simulations are performed to verify the functionality of the

designed simulator. Using different parameters like injection interval, buffer depth,

traffic pattern and packet size the performance of 4x4, 6x6 and 8x8 mesh NoCs are

evaluated.

Also a new simple local congestion detection mechanism based on BOV and

a congestion aware minimal adaptive X/Y routing strategy is proposed. This new

routing is implemented by upgrading the conventional XY Dimension Order Routing

strategy to incorporate local congestion awareness and by switching between XY

and YX Routing. We have established that the area overhead for the proposed

routing is very low. The effect of packet injection rate and BOV threshold on the

performance of the proposed routing is also evaluated. The proposed congestion

aware adaptive routing shows peak latency reduction of 14% for random traffic

and 60% for transpose traffic against the XY DOR at injection rates with medium

congestion on the network. It is also shown that the proposed routing can handle

and traverse more packets through the network. For shuffle traffic there is 11%
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increase in the total number of packets handled with average latency reduced by a

factor of 6% against XY DOR. With transpose traffic, the proposed routing method

handles 37% more packets for injection rates not causing congestion. It is also shown

that at very low and high injection rates, the proposed routing behaves exactly like

the conventional XY DOR.

Our work can be improved in the future by adding more features to the simula-

tor. The store and forward flow control method could be replaced with wormhole

flow control. Scalability of number of Virtual Channels will give more flexibility

to the simulator. The traffic patterns available can also be upgraded by including

realistic traffic patterns like tornado. The design of the router is already optimized

for synthesis using Vivado HLS. The C++ code for NoC can also be optimized for

synthesis by the use of directives. As the design and implementation is using Vi-

vado HLS, the synthesized NoC can be verified on FPGA to estimate real world

performance.
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