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Abstract

The use of massively multilingual models for natural language pro-

cessing is becoming increasingly popular in industrial and business ap-

plications, particularly in rich multilingual societies. In this paper, we

study the capability and extend of transfer learning by multilingual

models for text classification and NER in multiple Indian languages for

news media archives and various other domains. We train our mod-

els with multilingual embedding extractors (mBERT/XLM-R) as the

front-end, where training data is made available only in one language.

We study the performance characteristics of this classifier model trained

in one language when tested in other languages, and observe that the

multilingual models showcase transfer learning ability by exploiting the

‘inherently parallel’ nature of news data. The data that exhibits grossly

similar text content across multiple languages, though not in parallel

sentences, is termed as inherently parallel in this thesis. Such data ex-

ists in scenarios like news articles on same day published in different

language editions, customer inquiries/reviews about the same prod-

uct, social media activity pertaining to same topic, etc. This study

reinforces the need of fine-tuning massively multilingual models with

in-domain data from a language to express their transfer learning abil-

ity in other languages with same domain data. We provide significant

evidences to the success of multilingual models for applications with

inherently parallel data for easy and automatic maintenance of news

media archives.
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Chapter 1

Introduction

There are 7000 major languages in the world, including 120 major

languages in India, which creates a divide in terms of the availability of

training data and benchmarks for the majority of the world’s languages.

As a result, the benefits of natural language technology, which have

been taken for granted in developing various systems and applications

in English and other resource-rich languages are yet to reach many

other users. The standard NLP techniques cannot be applied to low-

resource languages because they either demand linguistic knowledge

which can only be acquired by experts or some knowledge that could

only be acquired by native speakers. Furthermore, they might require

a large amount of labelled data but manual curation and annotation of

large scale resources is time and resource expensive.

The NLP tasks required for text analysis and processing were gen-

erally executed by the use of language-specific models and transla-

tion/transliteration operations in multilingual scenarios. Such a frame-

work mostly relies on the availability of large amount of labelled data

for development of language-specific models and expects to provide so-

lutions to other languages by translation and/or transliteration. This

framework of performing NLP tasks has the demerit of accumulation of

errors from various stages and the use of multiple models for translation,

transliteration, embedding extraction and classification/prediction.
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The development of transfer learning provided a more versatile solu-

tion to multilingual text processing. The ability to transfer the knowl-

edge of a pre-trained model into a new condition is generally referred to

as transfer learning. We transfer either models or sometimes resources

in which we can take labelled or unlabeled data created in one language

and transfer it to another language in order to quickly develop labelled

data in the target language on which to build your models, or we can

learn a model in a source language and apply it directly to the target

language, thus both transfer of annotations and transfer of models can

benefit low resource languages.

Cross-lingual transfer learning is the process of leveraging data and

models developed for one language with abundant resources (e.g., En-

glish) to address problems in another language with fewer resources. In

transfer learning, you can transfer a task developed for one domain to

another domain, as well as knowledge from a resource-rich language to

a resource-poor language or from one NLP task to another NLP task,

so both cross-domain and cross- lingual transfer has benefited NLP sys-

tems in general, allowing features and systems developed for one task

to benefit other tasks.

In Cross-lingual transfer learning, we train a model for the resource-

poor language, but using resources from high-resource languages, we

may transfer annotations, generate word or phrase alignments, and use

them as bridges between resource-rich and resource-poor languages.

We can also project annotations from resource-rich to resource-poor

languages. Wheareas in Joint multilingual learning, we train a single

model in all languages on a mixed dataset to share data and parameters

as much as possible. Thus, the model will learn to generalize a task

over all the languages that are involved during the training.
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Crosslingual model (XLM) pretraining using causal language mod-

elling, masked language modelling and translation language modelling

objectives attempted to improve the performance of multilingual ca-

pabilities of NLP. The introduction of Google’s bidirectional encoder

representations from transformer (BERT) and its variants (RoBERT,

ALBERT, DistillBERT, etc.) has revolutionised NLP, which is based

on a deep transformer model trained on enormous amount of text data.

The BERT learns context of each word from its position based on neigh-

bouring words leading to generation of contextual embeddings, and

is pretrained using unlabelled text. The pretrained version of BERT

embeddings proves to be beneficial to many downstream tasks when

finetuned with a limited amount of task-specific dataset. The success

of BERT on English language led to multiple versions of BERT pre-

trained on a language specific data for many resource-rich languages.

But, maintaining a BERT based model for every single language is

highly resource expensive

Multilingual language models (MLLM) are extensions of these so-

phisticated monolingual models. They are trained using huge volumes

of unlabelled text from multiple languages and expected to learn em-

beddings by exploiting similarity between languages like similar vocab-

ulary, genetic relatedness and contact relatedness. Google’s multilin-

gual BERT (mBERT) and Facebook AI’s crosslingual language model

based on RoBERTa (XLM-R) are multilingual language models. The

pretrained mBERT has a language representation of 104 languages,

while the pretrained XLM-R holds representation of 100 languages and

is trained with more data than mBERT. The IndicBERT is a standard

multilingual ALBERT model trained on 12 major Indian languages.The

MLLMs are almost making language-agnostic text processing a reality.

The need of implementation of multilingual NLP is now at an all-time
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high due to the reach of conversational AI in rich multilingual societies

like India.

1.1 Objective

The primary objective of this thesis is to explore the cross-lingual

transfer learning capabilities of pre-trained multilingual language mod-

els for various NLP tasks such as Text classification and NER by eval-

uating their zero-shot performance on multiple Indian languages.
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Chapter 2

Literature Review

2.1 Related Works

Cross-lingual transfer learning has made it possible to leverage

the capabilities of an NLP model learnt from one or more high resource

languages to improve the performance of the model on low resource lan-

guage in several NLP tasks. Yu-Hsiang Lin et al., 2019 has formulated

the task of choosing a set of optimal transfer languages for an NLP

task to improve the performance of the model on a given low resource

language.

Sparse word representation is one of the earliest attempts to bring in

multilingual capabilities to the NLP models. Words from two or more

languages are represented in a single semantic space using sparse word

embeddings. Gabor Berend et al., 2020 proposed MAMUS(Massively

Multilingual Sparse Word Representations) which determines cross-

lingually comparable sparse word representations for 27 languages by

solving a series of convex optimization problesm. But, it fails to out-

perform transformer based pretrained multilingual models like mBERT

over the 15 languages of the XLNI datasets except in English.

Before the advent of Transformer based language models, a single

language-agnostic BILSTM encoder coupled with an auxillary decoder

published by Mikel Artetxe et al., 2019 was successful in multilingual
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sentence representations for 93 languages.

Yinfei Yang et al., 2019 has introduced three new members in the

Universal sentence encoder(USE) (Cer et al., 2018) family of sentence

embedding models. Two pre-trained multilingual sentence encoding

models based on Transformers and CNN architectures and the third

model is an alternative to the transformer model for the retrieval ques-

tion answering task. These models were successful in representing text

from 16 languages in a single semantic space using multi-task tied rep-

resentations using translation bridge tasks.

Cross-lingual Model Pretraining(XLM)(Guillaume Lample et al.,2019)

investingated the impact of cross-lingual model pre-training using Causal

Language Modelling(CLM) and Masked language modelling objectives

(MLM). It has also introduced Translation Language modelling(TLM)

objective which improves cross-lingual language model pretraining.

The introduction of BERT (Bidirectional Encoder representations

from Transformers) has revolutionised NLP, resulting in state-of-the-

art performance across a wide range of tasks. The procedure comprises

training a deep transformer-based model on massive volumes of mono-

lingual data before fine-tuning it with small amounts of task-specific

data. The encoder is pre-trained with a masked language modelling

goal, and the final result is an encoder that learns great sentence rep-

resentations. These pre-trained phrase representations improve perfor-

mance on downstream tasks when fine-tuned on even small amounts

of task-specific training data. This formula has been duplicated across

languages because to its effectiveness in English NLP, resulting in a

plethora of language-specific BERTs. However, only a few languages

with the required data and computing resources are able to train such

language-specific models.
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Multilingual language models (MLLMs) such as mBERT (Devlin et

al., 2019), XLM (Conneau and Lample, 2019), XLM-R (Conneau et

al., 2020a), and others have grown popular as an alternative. A MLLM

is trained using huge volumes of unlabeled data from different lan-

guages with the hope that low resource languages might get benefited

from high resource languages due to similar vocabulary, genetic relat-

edness, or contact relatedness. Several such MLLMs have recently been

proposed, with differences in architecture (number of layers, parame-

ters, etc.), objective functions used for training (masked language mod-

elling objective, causal language modelling objective, translation lan-

guage modelling objective, etc.), data used for pretraining (Wikipedia,

CommonCrawl, etc.) and number of languages involved during the

pre-training. Sumanth Doddapaneni et al., 2021 (A Primer on Pre-

trained Multilingual Language Models) reviewed the existing literature

on MLLMs and proposed ways to buid bigger and better MLLMs using

different resources and architectures.

Fangxiaoyu Feng et al., 2020 proposed a 109-language BERT sen-

tence embedding model that is language agnostic, successfully pre-

sented an approach to adopt a pre-trained BERT model to a dual

encoder model to train the crosslingual embedding space efficiently.

Telmo Pires et al., 2019 explored the multilingual capabilities of mBERT.

It shows that transfer learning works best for typologically similar lan-

guages and mBERT’s multilingual representation is able to map learned

structures onto new vocabularies but it does not seem to learn sys-

tematic transformations of those structures to accommodate a target

language with different word order. While Shihie Wu et al., 2020 says

that out of 104 languages covered by mBERT, 30% of languages with

the least pretraining resources perform worse than using no pretraining

model at all. Also, training a monolingual model on low resource lan-
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guages does no better. Training on pairs of closely related low resource

languages helps but still lags behind mBERT. On the other hand, the

highest resource languages (top 10%) are hurt by massively multilin-

gual joint training. While mBERT has access to numerous languages,

the resulting model is worse than a monolingual model when sufficient

training data exists.

Conneau et al., 2020 shows that XLM-R achieves state-of-the-art per-

formance on cross-lingual classification, sequence labelling and question

answering. It outperforms the previous state of the art by 5.1% average

accuracy on XNLI, 2.42% average F1-score on Named Entity Recog-

nition, and 9.1% average F1-score on cross-lingual Question Answering.

While models like XLMR and mBERT successfully exhibits multilin-

gual capabilities in NLP tasks like text classification, NER and question

answering. They cannot be directly fine-tuned for Natural Language

Generation(NLG) downstream tasks like text summarization, machine

translation, etc. Yinhan Liu et al., presented mBART, a sequence to

sequence denoising auto-encoder pre-trained on large-scale monolingual

corpora in many languages using the BART(Lewis et al., 2019) objec-

tive and showed that multilingual de-noising pretraining cab improve

both supervised and unsupervised machine translation at the sentence

and document levels. mT5(Linting Xue et al., 2021 ) is a massively

multilingual text to text transformer model, pretrained on Common

Crawl dataset covering 101 languages following a similar recipe as T5

model(Colin Raffel et al., 2020). It has achieved state-of-the-art per-

formance on many cross-lingual NLP and NLG tasks.

2.1.1 mBERT

mBERT stands for multilingual BERT (Bidirectional Encoder

Representations from Transformers; Devlin et al., 2018). It is essen-

tially just BERT model pre-trained on Wikipedia dataset which consists
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104 languages with a shared vocabulary across all languages. BERT

model is a stacked representation of Transformer’s encoder layer. It uses

MLM(Masked Language Modelling) objective function, where 15% of

the words in each sequence are replaced with a [MASK] token and the

model is trained to predict the original value of the masked token, based

on the context provided by the non-masked words in the sequence.

2.1.2 XLM-R

XLM-R (Conneau et al., 2019) is a transformer based multilin-

gual masked language model pre-trained on 2.5TB of CommonCrawl

data in 100 languages, which obtains state-of-the-art performance on

cross-lingual classification, sequence labelling and question answering.

It is pre-trained in a RoBERTa (Liu et al., 2019) fashion using only the

MLM objective. Despite handling 100 languages, XLM-R is compet-

itive with monolingual models on a monolingual benchmark. XLM-R

achieves an average performance score of 91.5 compared to 90.2, 92.0

and 92.8 of BERT, XLNet and RoBERTa respectively. So while XLM-R

outperforms BERT, it is remarkably close to its monolingual counter-

part RoBERTa.

2.1.3 IndicBERT

IndicBERT (Divyanshu Kakwani et al., ) is a multilingual AL-

BERT model. It is pre-trained using the standard masked language

model(MLM) objective, exclusively on IndicCorp consisting 12 major

Indian languages with a monolingual corpus of around 9 billion tokens

and subsequently evaluated on a diverse set of tasks. IndicBERT has

much fewer parameters than other multilingual models such as mBERT,

XLM-R, etc. It also achieves a performance on-par or better than these

models on tasks in Indian languages. The 12 languages covered by In-

dicCorp are: Assamese, Bengali, English, Gujarati, Hindi, Kannada,

Malayalam, Marathi, Oriya, Punjabi, Tamil, Telugu.
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Chapter 3

Data

3.1 Text Classification :

3.1.1 News Classification :

The scarcity of task-specific labelled datasets in many languages is a

key problem while undertaking NLP studies on Indian languages. We

primarily used the IndicNLP News Article Classification Dataset for the

Text Classification task. This collection contains news articles in Ben-

gali, Gujarati, Kannada, Malayalam, Malayalam, Marathi, Oriya, Pun-

jabi, Tamil, and Telugu in many areas such as entertainment, sports,

business, lifestyle, technology, crime, politics, and so on. A few open

source datasets from multiple sources in Hindi, Tamil and Telugu have

also been used.

Language Classes Number of articles

per Class

Telugu entertainment,

business, sports

8K

Tamil entertainment,

politics, sports

3.9K

Malayalam entertainment,

business, sports,

technology

1.5K
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Kannada entertainment,

lifestyle, sports

10K

Bengali entertainment, sports 7K

Gujarati entertainment,

business, sports

0.68K

Marathi entertainment,

lifestyle, sports

1.5K

Oriya entertainment,

business,

sports,crime

7.5K

Punjabi entertainment,

business, sports,

politics

0.78K

Table 3.1: IndicNLP News Classification dataset details

3.1.2 Sentiment Analysis :

In Hindi, there are numerous open source datasets for sentiment analy-

sis divided into three categories: ”positive,” ”negative,” and ”neutral,”

however similar datasets are not accessible in other Indian languages.

As a result, we’ve decided to take a large dataset in Hindi with data

from multiple domains such as tweets, news articles, etc., and use the

GoogleTrans module to translate a portion of it into other Indian lan-

guages, which we’ll utilise for testing. We used the IIT Patna Hindi

movie reviews, Hindi product reviews dataset and the IIIT Hyderabad

Telugu movie reviews dataset for sentiment analysis. By applying a

threshold rating of 3, the Tamil movie ratings dataset from Kaggle was

turned into a sentiment analysis dataset.

11



3.2 NER :

In the majority of the experiments, we used FIRE 2013 NER datasets

in Hindi, Malayalam, Tamil, and Bengali languages, which contain nu-

merous entity tags such as location, person, count, year, date, enter-

tainment, disease, artefact, period, organisation, disease, month, time,

day, quantity, and a few open source datasets as well. FIRE 2013 NER

dataset is an annotated corpus of news articles from various domains.

We pre-processed the data and took only a few entities as per the re-

quirements of the experiment.

12



Chapter 4

Text Classification

Text classification is the process of categorising a text into a set of

words. Text categorization can use NLP to automatically analyse text

and then assign a set of predetermined tags or categories depending

on its context. There are different types Text classification tasks such

as sentiment analysis, topic detection, language detection, etc. Despite

having a large number of native speakers, the majority of Indian lan-

guages are considered resource poor. In most domains, there are not

enough datasets available. As a result, text categorization becomes dif-

ficult for Indian languages.

Multilingual text classification approaches (Salil Aggarwal et al.,2021)

are essential for classifying data in several languages. Training a mul-

tilingual model saves us from having to train distinct models for each

language, and it also aids the system’s development through parameter

sharing. Many commonalities underpin the wide diversity of Indian

languages. Most Indian languages have converged to a great extent

as a result of contact over thousands of years. Many words in these

languages share the same root word and meaning. They do, however,

utilise various scripts evolved from the ancient Brahmi script but cor-

respondences between comparable characters across scripts can be es-

tablished.
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Salil Aggarwal et al.,2021 shows that a single multilingual model

trained by using linguistic relatedness beats the baselines by a wide

margin and the model performs best when the vocabulary overlap be-

tween the language datasets is maximum. Andraž Pelicon et al., 2020

explored the performance of multilingual BERT based model on the

sentiment analysis task on Slovenian news and evaluated its zero shot

cross-lingual capabilities in Croatian language. Cindy Wang et al., 2021

presented an empirical evaluation of transformer-based text categoriza-

tion models in a number of monolingual and multilingual pretraining

and fine-tuning setting and showed that multilingual language models

can outperform monolingual ones in some downstream tasks and target

languages.

Some domain specific studies on multilingual data (Stephen Mutuvi

et al., 2020) show that the models based on fine-tuned language mod-

els achieve very good performance on the classification of multilingual

epidemiological texts for both high and low resource languages. Samu-

jjwal Ghosh et al., 2022 proposed a graph neural network enhanced lan-

guage models for disaster related multilingual text classification which

works for multiple languages. Irene et al., 2021 proposed a general

model agnostic framework for improving crosslingual text classification

by leveraging the source instance weighting.

4.1 News Article Genre Classification

The task is to sort a news article into one of several categories, includ-

ing sports, entertainment, business, politics, technology, and lifestyle.

The aim of this experiment is to assess the performance of mBERT and

XLMR on data from multiple Indian languages, both with and without

fine-tuning, as well as to investigate the models’ zero-shot cross-lingual

14



transfer learning capabilities under diverse conditions. For the major-

ity of the tests, we used IndicNLP classification datasets as well as a

few open source datasets from Kaggle..

Results of the experiments:

• Model used - mBERT base

1. On Telugu(3 classes - Entertainment, Business and Sports):

(a) Without fine-tuning - 31.0%

(b) After fine-tuning - 92.37%

2. On Tamil(3 classes - Entertainment, politics and Sports):

(a) After fine-tuning - 94.35%

3. On Marathi(3 classes - Entertainment, Lifestyle and Sports):

(a) After fine-tuning - 93.71%

4. Trained on Tamil and subsequently on Gujarati(3 classes - Busi-

ness, Entertainment and Sports):

(a) Tested on:

i. Tamil - 93.75%

ii. Gujarati - 91.62%

iii. Telugu - 37.09%

5. Fine-tuned on Malayalam dataset which has 4 classes(business, en-

tertainment, sports, technology) with different models:

(a) BERT - 54%

(b) mBERT - 90.05%

(c) XLM-R - 90.83%

• Model used - XLMR base

1. Fine-tuned on Malayalam dataset(4 classes - Business, Entertain-

ment, Sports and technology), test accuracies on:

15



(a) Telugu (business, sports and entertainment) - 90.996

(b) Gujarati (business, sports and entertainment) - 90.14

2. Fine-tuned on both Telugu and Tamil data

• Telugu(5 classes) : “Business”, “editorial”, “entertainment”,

“sports”, “nation”;

• Tamil(6 classes) : ”tamilnadu”, ”india”, ”cinema”, ”sports”,

”politics”, ”world”.

(a) Results :

• Telugu- 95.44%

• Tamil - 84.34%

• Gujarati - 82.26

• Malayalam - 88.38%

• Bengali - 82.34%

• Hindi - 91.62%

• English - 87.32

Inferences:

• The performance of a pre-trained Multilingual language model is

poor when tested without any fine-tuning.

• An mBERT model, after fine-tuning with data in a particular lan-

guage, works pretty well for that specific language but cannot be

extended to other languages.

• The XLM-R model fine-tuned monolingual dataset in one language

works fine on other languages as well when the classes of test

dataset are already seen during training.

• XLM-R specific to the dataset and domain is showcasing excellent

cross-lingual transfer learning properties on Indian languages.
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4.2 Sentiment Classification

The results of the News article genre classification task revealed that

XLMR has remarkable cross-lingual skills. The aim of this experiment

is to validate the findings of the previous experiment by using data

from multiple domains to perform sentiment analysis. The task is to

collect labelled sentiment analysis datasets from various domains like

as tweets and product reviews in multiple Indian languages, train an

XLM-R model using a monolingual dataset from a single domain, then

test it across languages and domains. In Hindi, there are various open

source datasets for sentiment analysis with three classes: ”positive,”

”negative,” and ”neutral,” however analogous datasets in other Indian

languages are very few. As a result, we decided to take a huge dataset

in Hindi and utilise the GoogleTrans module to translate a portion of

it into various Indic languages for testing.

Results of the experiment:

• Model used - XLMR base

1. Fine-tuned on Hindi dataset with ”positive”, ”negative” and ”neu-

tral” classes

2. Results :

• Hindi - 91.93%

• Malayalam - 77.54%

• Tamil - 80.08%

• Telugu - 79.61%

• Bengali - 76.25%

• Gujarati - 80.84%

• Marathi - 83.91%

Inferences :

17



• Transfer learning properties were well exhibited in this experiment

which validates that like in the News classification experiment which

has intrinsic parallel property, this exp where we ensured parallel

data through translation showcased positive result.

• The 10-15% drop in the test accuracy on languages other than

Hindi can be attributed to the translation errors accumulated while

preparing test datasets using googletrans library.

• This validates that XLM-R can be used to build multilingual capa-

bilities in classification models if the data we are dealing with has

parallel property.

4.3 Movie Reviews Classification

This experiment is part of a sentiment analysis study, although it

is focused on movie reviews. We used the Hindi movie reviews dataset

from IIT Patna, the Telugu movie reviews dataset from IIIT Hyder-

abad, and the Tamil movie ratings dataset from Kaggle and evaluated

the zero-shot performance of XLMR model fine-tuned on a single lan-

guage dataset.

Results of the experiment:

• Model used - XLMR base

1. Fine-tuned on Hindi dataset with 3 classes(positive, negative and

neutral) and tested on Hindi only.

• Test accuracy : 44.66

2. Fine-tuned on Telugu dataset with only 2 classes(positive and neg-

ative) and test accuracy are as follows:

• Telugu - 80%

• Hindi - 57.53%

• Tamil - 59.50%

18



Inferences :

• The model fine-tuned on Hindi reviews is not performing well on

Hindi data itself but the performance was good when fine-tuned

with telugu language dataset from a different source.

• This experiment is not conclusive, we need to experiment more on

this domain.

4.4 Extended Experiments

The goal of these extended experiments is to make minor tweaks to

the previous experiments and investigate the cross-lingual capabilities

of XLMR model with the effect of fine-tuning on multiple languages

and variation of data.

Results of the experiment:

• Model used - XLMR base

1. Trained on Hindi and Telugu combined Sentiment Analysis dataset

:

• Data : Hindi - 4000 rows + Telugu - 222 rows (translated from

hindi)

• Test accuracy on:

– Hindi(2269 rows) - 90.13%

– Telugu(260 rows) - 83.85%

– Gujarati(214 rows) - 80.84%

– Marathi(219 rows) - 85.21%

– Bengali(230 rows) - 79.70%

– Tamil(226 rows) - 82.30%

Inferences :

• Test accuracy on Hindi got slightly decreased and around 2-4%

of increase can be seen on other languages..
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2. Product Reviews Sentiment Analysis :

• Trained on Hindi Product Reviews dataset(published by IIT

Patna) with only two classes namely positive and negative.

– Test accuracy:

∗ Hindi : 92.88%

∗ Telugu : 88.20%

• Trained on Telugu dataset (by IIIT Hyd) with positive and

negative classes

– Tested results:

∗ Telugu product reviews - 83.87

∗ Hindi Product reviews (by IIT Patna) - 91.90

∗ Hindi sentiment analysis dataset (by IIT Patna) - 81.3

∗ Telugu sentiment analysis dataset(translated from hindi

dataset) - 73.71

∗ Hindi movie reviews dataset(by IIT Patna) - 74.42

∗ Gujarati Sentiment analysis (translated from Hindi dataset)

- 77.483

Inferences :

• The result of the first experiment is as expected but in the sec-

ond experiment, the XLM-R model fine-tuned on product re-

views dataset in Telugu performed well on Hindi movie reviews

dataset, which is not correlated to product reviews in any way.

• The evidence is inconclusive, we need to carry out more exper-

iments on this aspect.
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Chapter 5

Named Entity Recognition

The objective of the following experiments is to analyze the cross

lingual transfer learning capabilities of XLMR model in Indic languages

for NER task. In most of the experiments, we have used FIRE 2013

NER datasets. We have also used a few open source datasets from

Kaggle.

Results of the experiment:

• Model used - XLMR base

1. Train on Telugu data with ”name”, ”location”, ”organization”,

”misc” and ”other” tags. The F1 score on test data is as follows:

• On Telugu - 0.893

• On Hindi(translated from telugu data using googletrans library)

- 0.732

Inferences :

– This result shows a sign of transfer learning capability of

XLMR on NER tasks.

2. Trained on FIRE 2013 Hindi data with ”name”, ”location”, ”or-

ganization” and ”other” tags, converted all other entity tags into

”other” tag and refined the data by removing sentences that con-

tain only ”other” tags to reduce the skewness in the data used for

fine-tuning. The F1 score on test data is as follows:
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• On Hindi - 0.638

• On Tamil - 0.610

• On Malayalam - 0.590

Inferences :

• These results show that the XLMR model exhibits cross lingual

capabilities but the scores are not as high as expected. Further

experimentation by doing some pre-processing on train data is

needed to validate these results.

3. Trained on FIRE 2013 Malayalam data with ”person”, ”location”,

”organization”, ”cardinal”, ”time” and ”others” tags. The ”cardi-

nal” and ”time” tags are created by combining multiple tags pro-

vided in the original FIRE 2013 data. The results are as follows:

• On Malayalam - 0.690

• On Hindi - 0.602

• On Tamil - 0.537

Inferences :

– The training data has a lesser number of sentences containing

”organization” tag compared to other tags. Hence, most of

the ”organization” entities in test data were wrongly tagged

as ”others” which effected the overall performance of the

model.

4. Trained on Malayalam data with ”person”, ”location”, ”cardinal”,

”time” and ”others” tags. The results are as follows:

• On Malayalam - 0.695

• On Hindi - 0.596

• On Tamil - 0.543

22



• On Telugu - 0.625

Tested only on sentences with number of ”others” tag in the

sentence lesser than 75% of the total number of tokens in the

sentence.

• On Malayalam - 0.712

• On Hindi - 0.683

• On Tamil - 0.619

• On Telugu - 0.673

The weighted F1 score computed by not considering the ”oth-

ers” tag is as follows:

• On Malayalam - 0.832

• On Hindi - 0.766

• On Tamil - 0.766

• On Telugu - 0.769

Inferences :

– If the data is highly skewed with comparatively huge number

of “others” tag, the model performs poorly on test data.

– The cross-lingual performance of the model significantly im-

proved after removing sentences with more than 75% of “oth-

ers” tag.

– The weighted F1 scores computed by avoiding ”others” tag

are significantly better which shows that the overall F1 score

is low due to huge number of tokens with ”others” tag com-

pared to other entities.
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Chapter 6

Conclusions and Future work

In this paper, we explored the zero-shot cross-lingual transfer learn-

ing capabilities of pre-trained multilingual language models such as

mBERT, XLMR in Indain languages. We conducted experiments in

multiple NLP tasks such as News Article Genre Classification, Senti-

ment Analysis and Named Entity Recognition(NER). The text classifi-

cation results show that XLM-R performs extremely well in a zero-shot

setting when fined tuned on any Indian language and tested on any

other language which is unseen during fine-tuning. The performance of

the model is even better when there is an inherent parallelism between

train data and test data. In NER task, XLMR showcases cross lingual

capabilities but to a limited extent and the results improved under cer-

tain conditions of data used for fine-tuning. Further experimentation

with rich annotated data is needed to draw rigid conclusions about the

performance of XLMR in NER tasks.
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