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ABSTRACT

An artificial neuron network (ANN) is a computational model based on the structure
and functions of biological neural networks. They are considered nonlinear statistical
data modeling tools where the complex relationships between inputs and outputs are
modeled or patterns are found.An ANN has several advantages but one of the most
recognized of these is the fact that it can actually learn from observing data sets. Hence

they are used in image processing, forecasting, speech recognition, medical diagnosis.

Implementing ANNs in hardware while expending as little energy as possible is
challenging. The heart of an ANN evaluation is a multiply-accumulate (MAC) oper-
ation. In memory computing (IMC) is one such low power technique that performs
the MAC operation within the memory, avoiding Von-Neuman type fetch and execute
cycles. The sense amplifier (SA) is critical in IMC and in this thesis we assess the fea-
sibility of adopting three different kinds of SAs. We compare the SAs on the basis of

simulated performance and power numbers.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

Neural networks are a set of algorithms, modeled loosely after the human brain,
that is designed to recognize patterns. They interpret sensory data through a kind of
machine perception, labeling or clustering raw input. The patterns they recognize are
numerical, contained in vectors, into which all real-world data, be it images, sound, text

or time series, must be translated.

Recently there have been a number of important advances that have allowed neural
networks to become much more widely adopted, moving away from shallow to deep
architectures. The rise of the internet means that we now live with an abundance of
data. ANNs learn by example and so, with the widespread availability of billions of text
documents, images, videos and audio recordings it is possible to train these algorithms

reducing uncertainty on unknowns.

The ability to ingest this increased cache of data is largely due to advancements in
hardware. Recently, a research group at Stanford University led by Andrew Ng found it
possible to increase the training speed of a neural net by up to 100-fold when employing
graphics processing units (GPUs) compared to traditional CPUs. The employ of GPUs
allows for exploitation of the parallelism in the GPU architecture to be leveraged when
performing mathematically intensive operations that a CPU is not designed to handle

as optimally.

Finally, there have been important advancements in the techniques employed to train
the ANN. Traditional gradient-based optimization tends to get stuck in poor solutions
when trying to optimize deep architectures when randomly initialized. Strategies like
greedy layer-wise unsupervised training helped progression from more traditional shal-
low architectures to the deep-learning frameworks that tend to work well for these big

data applications.



1.2 Objective and Scope

The broader objective of this project is to implement a neural network in hardware.
Since training a network is a complex process that requires large datasets and powerful
computing, this is done offline. Then the trained parameters are loaded into the device.
These parameters(weights) are read-only, so their values do not change. Repetitive
fetching of these weights from the memory for operations is a wastage of energy. So,
we switch to an in-memory computing method, where we try to implement the neural
network within the memory itself. This can result in saving the energy required for

repetitively fetching the weights.

For this, we implement a neural network trained in the MNIST database. MNIST
contains images of handwritten digits from 0-9. The trained neural network has 784

inputs, 100 neurons in layer 1, and 10 output neurons.
For implementing this in hardware, we store the weights in SRAM columns. Inputs
are provided through word lines. This is shown in Fig 1.1.
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Figure 1.1: Implementation of a layer within memory columns



To save energy consumption, word line voltages are kept at subthreshold levels. In
the subthreshold region, the current has an exponential relation to the input voltage. To
make the current linearly proportional to the input, the word line drivers are designed
such that the word line voltages have an appropriate logarithmic dependence to the
input, thus cancelling out the exponential relation provided by the transistors. All the
SRAMs in a column share a common bit line, which is precharged. Once the word lines
are turned on for some time, the bit line voltage settles to a voltage which is proportional

to the product of the input and the weight stored.

Now we need to convert the bit line voltage to a neuron output. One way to do
this is to place ADCs at the column base but the area overhead for this is huge. An
alternate way is to use Sense Amplifiers, which can act as comparators. This com-
parison capability is used to estimate a higher and lower bound on the voltage of the
Bit-Line (comparable to a Flash ADC). Once this is done, the task of measurement is

approximated to an interpolation of those bounds.
For this purpose, three sense amplifiers were designed and simulated.

* Voltage Mode Sense Amplifier.
* Current Controlled Latched Sense Amplifier.

» Slew Sense Amplifier.

All these sense amplifiers were tested for SRAM read operations as well as SRAM
columns containing 784 SRAM cells. All designs were done in TSMC 28nm technol-

ogy. Multiple parameters of these sense amplifiers were measured and compared.



1.3 Organization of the thesis

The remaining of this thesis is organized as follows.

Chapter 2 deals with Voltage Mode Sense Amplifier(VSA). This deals with the de-

sign, offset measurement, delay, power consumption, sizing and working of the VSA.

Chapter 3 deals with Current Controlled Latched Sense Amplifier(CSA). This also
deals with the same parameters as that of the VSA. Comparisons are done with VSA

parameters.

Chapter 4 deals with Slew Sense Amplifier(SSA). The parameters are measured and

are compared with the other sense amplifiers.

Chapter 5 is a conclusion chapter that summarizes all the various parameters of the

sense amplifiers. Recommendations are made based on the requirements.



CHAPTER 2

VOLTAGE MODE SENSE AMPLIFIER(VSA)

2.1 Introduction

Figure 2.1 shows a voltage mode sense amplifier. This sense amp uses a latch mech-
anism which is composed of two cross-coupled inverters(M8, M5, and M0, M4) which
use positive feedback to cause latching behavior. This amplifier has two stable points
where OUT and OUTB are at opposite rails and one metastable where OUT and OUTB

are at the same voltage.

Wdd

HI{I I_ % ﬁm M11
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| |
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Figure 2.1: Voltage Mode Sense Amplifier

Before a read cycle, the bit lines which are connected to the amplifier inputs through
pass transistors are precharged to the supply voltage. If the amplifier were to be turned
on right after the precharge stage, there would not be a sufficient voltage difference

between the bit lines, which could cause the amplifier to latch incorrectly. To solve



this issue, the bit lines are allowed to discharge until they have created a large enough
voltage difference for the sense amplifier to correctly identify the value stored in the
memory cell. The discharging bit lines are connected to the inverter inputs, allowing a
small bias to develop on the MOSFET gates before the sense amplifier is enabled and
the inverters are turned on. To turn on the amplifier, the signal EN is brought high,
which turns on the NMOS current source(M?2). After being enabled, the bias allows the

sense amplifier to latch the correct output value.

The pass transistors connect the input and output of the sense amplifier to the bit
lines and are active when the sense amplifier is disabled. This allows the bias to still
develop on the gates while the sense amplifier is off and the bit lines are discharging.
Once the sense amplifier is enabled, the pass transistors turn off and the bit lines are
decoupled from the sense amplifier inputs. Once the amplifier is enabled, the bit lines

can no longer discharge.

2.2 SRAM Read Operation

To evaluate the working, the sense amplifier was connected to an SRAM cell through
column switches. Fig 2.2 shows the simulation waveforms when the memory cell stores
al.
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Figure 2.2: VSA SRAM read waveforms



From the figure, once the WL is turned on, BLB starts discharging. Once the BL
and BLB have developed a sufficient differential voltage across them, EN is turned on
at 40ps. Once EN is turned on, the latching begins and OUT and OUTB attains opposite

rail voltages.

2.2.1 Power Dissipation

From the simulations, the average power dissipation for one read operation was

found to be 57.67 uW.

2.2.2 Sensing Delay

Sensing delay is the time taken by the sense amplifier to latch to the output from
the moment the WL is turned on. This delay depends upon a number of factors, one of
them being the bit line capacitance. With an increase in bit line capacitance, the BLB
takes longer time to discharge, hence the time required for the necessary differential
voltage to appear across the bit lines also increases which in turn increases the sense

amp delay.

A plot of the sense amplifier delay for a read operation in relation to the bitline

capacitance is shown in Fig 2.3
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2.3 Offset Voltage

To measure the minimum bit line differential voltage required for the sense amp to
latch the output correctly, the following input configuration was used. BL was kept at
0.9V and BLB was swept down from 0.9V. EN was given as a pulse with a period of
Ins. The offset can be measured from the time at which OUT switches from OV to 0.9V.

A sample input simulation is shown in Fig 2.4.
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Figure 2.4: Sample Input Configuration For Offset Measurement

1000 Monte Carlo simulations were run, taking into consideration mismatch as well
as process variations. From these simulations, the maximum offset was found to be 45
mV. So, the EN signal must be made high only after the bit line differential voltage has

reached at least 45 mV for fully accurate estimations across all corners.

2.3.1 Sense Amplifier Sizing

The major source of offset in the sense amp is the mismatch variations among the
transistors. The major contribution is from the mismatch in the pass transistors (M10,
MI11) and the NMOS pulldown transistors (M5, M4). Mismatch among the PMOS
mosfets (M8, M0) does not have a considerable impact on the offset. This is because

when the sense amplifier is turned on, the NMOS mosfets are immediately in saturation.



On the other hand, the PMOS mosfets are either in cutoff or in deep triode mode. Hence,

the decision making in the sense amp is largely influenced by the NMOS transistors.

To reduce the offset due to the mismatch in the pass transistors and the NMOS

pulldown transistors, M10, M11, M5, and M4 were sized to W/L = (600nm/30nm).

To size the PMOS transistors, the Static Noise Margin(SNM) of the inverter pair

was taken into consideration. To maximize the SNM, the characteristics of the inverters

in the pair should pass exactly through the center in the plot shown in Fig 2.5.
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Figure 2.5: Inverter Parametric Analysis

In Fig 2.5, the characteristics of an inverter are plotted. The width of the NMOS is

kept at 600nm and the width of the PMOS is swept from 100nm to 1lum. From the plot,

it is found that for PMOS size = 800nm, the characteristics are closest to the midway

point. Hence both the PMOS transistors M8 and MO are sized to W/L=(800nm/30nm).



2.4 Integration With SRAM Columns

The sense amplifier was connected to SRAM columns containing 784 cells through

pass transistors. The simulation waveforms are shown in Fig 2.6.
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Figure 2.6: Simulation Waveforms On Integration With SRAM Columns

In this simulation, BL has the fastest possible discharge because the SRAM column
to which it is connected stores the least amount of 1 in them. Again as in the case of
an SRAM read operation, once BL and BL?2 have sufficient differential voltage across

them, the sense amp is turned on.

The timing of the EN signal is crucial. EN should be delayed such that the differ-
ential voltage is at least 45SmV for 100% success rate. But this is not possible as EN
should be high at least before the fastest discharge (BL in Fig 2.6) falls to low voltages.
This can cause errors in the sense amp result, depending on the process and mismatch

variations.
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CHAPTER 3

Current Controlled Latched Sense Amplifier (CSA)

3.1 Introduction

This design combines aspects from the latch based voltage mode sense amplifier

and a differential pair amplifier. The schematic is shown in Figure 3.1.

WVdd

EN
_| ME M3 I_

ouTB 1 ouT

BL BLB
_| M1 M3 |_

S5/,

Figure 3.1: Current Mode Sense Amplifer

The amplifier uses the same latch based design as the voltage mode sense amp that

was described above in 2.1 but has the bit lines attached to the gates of transistors M1



and M3. This causes an extremely high impedance to be seen at the input, and the bit
lines to be decoupled from the output. The two inverters are made from the MOSFET
pairs M8, M5 and MO, M4. When the amplifier is off, the signal EN is at a logic low.
This turns on the reset transistors M6 and M7, clearing the previous latched value and
holding the latch at its metastable point. The bit line inputs are connected to the gates
of MOSFETs M1 and M3 . When the sense amplifier is enabled, the reset transistors
turn off, and the current source M2 turns on, causing an even current to flow through
each half of the amplifier. The bit line that is discharging causes the gate voltage to
drop, which decreases the current flowing through that side of the amplifier and causes
the voltage to rise. This will cause the amplifier to latch, which will stop the static flow

of current and display a valid value at the output.

3.2 SRAM Read Operation

To evaluate the working, the sense amplifier was connected to an SRAM cell through
column switches. Fig 3.2 shows the simulation waveforms when the memory cell stores

al.
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Figure 3.2: CSA SRAM read waveforms

From the figure, once the WL is turned on, BLB starts discharging. Once the BL

and BLB have developed a sufficient differential voltage across them, EN is turned on.
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Once EN is turned on, the latching begins and OUT and OUTB attains opposite rail

voltages.

3.2.1 Power Dissipation

From the simulations, the average power dissipation for one read operation was

found to be 52.34 uW, close to the power dissipation in VSA.

3.2.2 Sensing Delay

As in the case of VSA, with an increase in bit line capacitance, the sense amp delay
increases. But since the bit line is decoupled from the output, the effect of increasing
bit line capacitance on the sensing delay is not as profound as is the case in VSA. This

is evident from the simulations and is displayed in Figure 3.3.
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Figure 3.3: Sense amplifier delay versus Bitline capacitance
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3.3 Offset Voltage

To measure the minimum bit line differential voltage required for the sense amp
to latch the output correctly, the same setup explained in section 2.3 and displayed in
Figure 2.4 is used. 1000 Monte Carlo simulations were run, taking into consideration
mismatch as well as process variations. From these simulations, the maximum offset
was found to be 41 mV. So, the EN signal must be made high only after the bit line
differential voltage has reached at least 41 mV for fully accurate estimations across all

corners.

3.3.1 Sense Amplifier Sizing

As is the case for VSA, the major source of offset in the sense amp is the mismatch
variations among the transistors. The major contribution is from the mismatch in the
NMOS transistors (M1, M3, M4, and M5). Mismatch among the PMOS mosfets (M8,
MO) does not have a considerable impact on the offset. This is because when the sense
amplifier is turned on, the NMOS mosfets are immediately in saturation. On the other
hand, the PMOS mosfets are either in cutoff or in deep triode mode. Hence, the decision

making in the sense amp is largely influenced by the NMOS transistors.

To reduce the offset due to mismatch, M1 and M3 were sized to W/L= (1um/30nm),
M4 and M5 were sized to W/L = (500nm/30nm).

Again, to size the PMOS transistors, the Static Noise Margin(SNM) of the inverter

pair was taken into consideration. To maximize the SNM, both the PMOS transistors

M8 and MO are sized to W/L=(700nm/30nm).

14



3.4 Integration With SRAM Columns

The sense amplifier was connected to SRAM columns containing 784 cells through

pass transistors. The simulation waveforms are shown in Fig 3.4.
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Figure 3.4: Simulation Waveforms On Integration With SRAM Columns

In this simulation, BL has the fastest possible discharge because the SRAM column
to which it is connected stores the least amount of 1 in them. Again as in the case of
an SRAM read operation, once BL and BL?2 have sufficient differential voltage across

them, the sense amp is turned on.

As is the case with VSA, the timing of EN signal is crucial. EN should be delayed
such that the differential voltage is at least 41mV for 100% success rate. But this is
not possible as EN should be high at least before the fastest discharge (BL in Fig 3.4)
falls to low voltages. This can cause errors in the sense amp result, depending on the
process and mismatch variations. The errors are likely to be lesser than VSA since the

maximum offset value is slightly lower.
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3.5 Layout

The DRC and LVS clean layout of the sense amplifier is shown in Figure 3.5.

Figure 3.5: Layout of CSA
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CHAPTER 4

Slew Sense Amplifier (SSA)

4.1 Introduction

The slew sense amplifier differs from the previously mentioned sense amplifiers in
that it is a self-timed sense amplifier. There is no need for a properly timed enable
signal in this case. Also, the circuitry for pre-charging the bit lines is built into the

sense amplifier.

BLB
BL vdd

PRECHARGE

1 1 1
Vddﬁ ﬁ m‘u’dd

M& MT

D s J—=

1

S8,

Figure 4.1: Slew Sense Amplifier

Before a read operation, the precharge transistors(M6, M7, and M4) are turned on.
When the column switches are turned on, the bit lines are precharged. Also, the out-

puts of the inverters are low, thus M2 and M3 are off. Then the word lines are turned



on. Once the precharge transistors are turned off, the bit lines start discharging. At
one point, one of the inverters switches depending on whether BL or BLB discharges
faster. For example, if BL were to discharge faster, the inverter output connected to M2
switches state and M2 turns on. This results in an abrupt increase in current, and hence,
MO turns on. Since M1 and MO form a cross-coupled PMOS stack, M1 turns off. The

output is taken through an inverter and is labeled as SA_OUT.

4.2 SRAM Read Operation

To evaluate the working, the sense amplifier was connected to an SRAM cell through

column switches. Fig 4.2 shows the simulation waveforms when the memory cell stores

al.
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Figure 4.2: SSA SRAM read waveforms

From the figure, once WL is turned on and precharge transistors are turned off, BLB
starts discharging. Once BLB falls to voltages low enough to switch the inverter, the

inverter starts latching and SA_OUT goes high.
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4.2.1 Power Dissipation

From the simulations, the average power dissipation for one read operation was
found to be 39.23 uW. But since the delay is higher and WL needs to be turned on for a

longer time, the energy consumption of this sense amplifier would be higher.

4.2.2 Sensing Delay

The variation of sensing delay with bit line capacitance is shown in Fig 4.3.
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Figure 4.3: Sense amplifier delay versus Bitline capacitance

The delay is higher compared to the previously described sense amplifiers.
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4.3 Integration With SRAM Columns

The sense amplifier was connected to SRAM columns containing 784 cells through
pass transistors. The simulation waveforms are shown in Fig 4.4.
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Figure 4.4: Simulation Waveforms On Integration With SRAM Columns

Due to the absence of needing a properly timed enable signal, the SSA is less prone
to errors compared to VSA and CSA. On the flip side, the sensing delay and energy

consumption are higher in SSA.
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CHAPTER 5

Conclusion

The major constraints for the sense amplifier operation are its area, sensing delay,

accuracy and energy consumption.

If the area is the primary concern, VSA is the most suitable as it has the least number
of transistors among the three. CSA would take up more area and SSA would take up

the most area.

If the delay is the primary concern, CSA is the most suitable as it produces the
fastest output among the three and is more resilient to increasing bit line capacitance.

VSA has slightly more delay values while the delay in SSA is much higher.

If the accurate prediction of the output is the primary concern, SSA would come in
handy as the errors created in VSA and CSA due to the timing of the enable signal can
be avoided. But since the word line needs to be turned on for more time for the output

to latch, the energy consumption of this sense amplifier would be higher
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