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                                                    ABSTRACT 
 

KEYWORDS: FFR, SFR, Frequency Allocation in FFR, Clustering, Inter site distance, 

Allocation of multi-operators. 

A technique to manage interference is the fractional frequency reuse which is well-suited to 

OFDMA-based cellular networks wherein the bandwidth of the cells is partitioned into 

regions with different frequency reuse factors. Suppose there are multi-operators (four types 

of different operators) present in cells. These operators are uniformly spread in tier 0, tier 1 

and tier 2. We consider only up to tier 2 for simplicity which can be extended on requirement. 

These operators are clustered into different groups with the help of clustering for satisfactory 

spectrum sharing. These clusters have to satisfy some constraints and some conditions to 

uniquely define clustering. Fractional frequency reuse offers a simpler alternative to the 

frequency reuse problem in multi-cell OFDMA networks. Fractional Frequency Reuse is 

applied to increase the spectral efficiency. 

SFR is another deployment mode. In SFR, the cell center users are allowed to share sub-

bands with edge users in other cells. However, we focus on only FFR and come with an 

astounding clustering mechanism to separate different multi-operators into groups for 

satisfactory spectrum sharing. The basic idea of FFR is to partition the cell’s bandwidth so 

that (i) cell-edge users of adjacent cells do not interfere with each other and (ii) interference 

received by (and created by) cell interior users is reduced, while (iii) using more total 

spectrum than conventional frequency reuse. The idea of FFR is to apply a frequency reuse of 

one in the inner region and a higher reuse factor in cell edges (outer region). 
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                               CHAPTER 1  

      INTRODUCTION  
 

Broadband wireless networks use orthogonal frequency division multiple access (OFDMA) 

as the transmission scheme. Frequency reuse of unity is usually considered for such 

networks. Flexible frequency reuse methods namely, fractional frequency reuse (FFR) and 

soft frequency reuse (SFR) are suggested to improve the situation. In FFR and SFR, the total 

available bandwidth is divided into centre band (CB) and edge band (EB). The CB is used in 

the reuse factor of unity and EB is used in reuse factor greater than one in FFR. In SFR, EB 

uses a higher power than CB. The typical frequency allocation is shown in figure 1.1. The 

cell edge users as shown in figure 1.1 suffer from high outage probability due to heavy co-

channel interference. Frequency spectrum is an expensive resources and its expensiveness is 

increasing day by day. The wireless network operators are often competing in acquiring 

licenses so that they can operate on frequencies of their choice. They can have other 

alternative also that is they can use free spectrum in license exempt band. In such cases, the 

operators have to find ways to manage interference from other networks sharing the same 

band.   

 

                             

                                       Fig 1.1: Typical Frequency Allocation 

                                           (Total spectrum= F0+F1+F2+F3) 
 

Frequencies should be used in an efficient manner whether it is licensed or unlicensed 

spectrum. The process of using the same radio frequencies within a geographic area that are 

separated by enough distance to cause minimal interference with each other is termed as the 

frequency reuse. If frequency reuse of one is used in the cellular network, the cell edge users 

may not get proper signals due to interference from adjacent cells. The cell center is the area 

as shown in figure 1.1 and this is immune to co-channel interference (CCI). As cell edge 

users are only allowed to operate on a fraction of all available sub-channels, the allocation of 
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this sub-channels fraction is done such that adjacent cells' edges will operate on different sets 

of available sub-channels (see picture above). This is called fractional frequency reuse. 

Fractional frequency reuse maximizes spectral efficiency for cell center users and improves 

signal strength and throughput for cell edge users. 

 

1.1 Objective 

 

The objective of this thesis is to examine fractional frequency reuse. Suppose there 

are multi-operators (four types of different operators) which are uniformly spread in cells. 

The goal of this thesis is to use some clustering mechanism so that different operators can be 

clustered in different groups so that spectrum sharing can be made possible. Here, the average 

ISD of operators A, B and C are same while operator D has smaller average ISD. The 

clustering is done such that there should not be same operators in a cluster. The preferable 

case is that there should be 4 different operators in a cluster. Also, the same operator should 

not be present in more than one cluster. However, as the multi-operators are uniformly 

distributed in cells, there would be the possibility that after clustering there would be two or 

three different operators in some clusters. Some constraints are used to get preferable case.   

 

1.2 Thesis Outline 
 

The thesis is organized as follows:  
 

Chapter 2 deals with fractional frequency reuse. Here, various topics such as FFR 

deployment modes (Strict FFR and Soft Frequency Reuse (SFR)), Frequency allocation in 

FFR, clustering, cells layout formation, Minkowski metric etc. are explored. Some results for 

the analysis of FFR and getting proper layout for performing clustering to multi-operators so 

that spectrum sharing can be possible are also included in this chapter. 

 

Chapter 3 contains simulation results which is obtained by varying the average inter 

site distance of one of the operator. 

 

In chapter 4, conclusions and future scope are discussed. 

 

Chapter 5 deals with Performance Analysis of CRC+2D Parity Check Code. Here, we 

tried to correct two bit errors by only using CRC and 2D Parity check code by arranging it in 

matrix form. This is separate topic and is not related to previous chapter. 
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                               CHAPTER 2  

                 Analysis of FFR  
 
Fractional frequency reuse (FFR) is an interference management technique which is 

well-suited to OFDMA-based cellular networks wherein the bandwidth of the cells is 

partitioned into regions with different frequency reuse factors. Fractional frequency reuse 

offers a simpler alternative to the frequency reuse problem in multi-cell OFDMA networks. 

The FFR scheme statically partitions the cell surface into two distinct geographical regions: 

the inner cell area and the outer cell area near the cell edge. The set of users present in the 

inner cell area is identified as the super group, whereas the set of users located in the outer 

cell area is called the regular group. The regular group users are further partitioned according 

to the cell sectors. The set of subcarriers to service these groups of users are also called super 

and regular group subcarriers, respectively. Fractional frequency reuse is suggested to 

improve the cell edge throughput over unity frequency reuse in orthogonal frequency division 

multiple access networks.  

 

In wireless communications systems, important physical resources are spectrum, 

infrastructure and energy. In general, these resources are inadequate because of either natural 

limitations or costs. In wireless communications systems, radio spectrum is typically used 

such that interference is avoided or reduced by exclusive or careful allocation of frequency 

bands. Fractional Frequency Reuse (FFR) is applied to increase the spectral efficiency. Users 

close to the cell center are allowed to reuse frequency bands from neighbour sectors — 

frequency reuse one — whereas users close to the cell edge are assigned exclusive frequency 

bands. 

 

2.1 FFR deployment modes  
 

There are two common FFR deployment modes which are Strict FFR and Soft Frequency 

Reuse (SFR). However, we only focused on strict FFR, but for informative purpose, a brief 

introduction to SFR is also mentioned below. It’ll give you an idea of spectrum sharing. 

 

1) Strict FFR: Strict FFR is a modification of the traditional frequency reuse used 

substantially in multi-cell networks. Figure 2.2 illustrates Strict FFR for a hexagonal grid 

modeled deployment with a cell-edge reuse factor of RF=3. The cell center users of all 

cells are allocated a common sub-band of frequencies while cell-edge users are allocated 
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different sub-band of frequencies based on a reuse factor. As the cell center users do not 

share any spectrum with cell-edge users, it helps in reducing interference for both cell 

center users and cell-edge users.  

                  

2) Soft Frequency Reuse (SFR): SFR deployment with a reuse factor of RF= 3 on the cell-

edge is shown in figure 2.1. SFR employs the same cell-edge bandwidth partitioning 

strategy as Strict FFR, but the cell center users are allowed to share sub-bands with edge 

users in other cells. As the cell center users share the bandwidth with neighboring cells, 

they typically transmit at lower power levels than the cell-edge users. While SFR is more 

bandwidth efficient than Strict FFR, it results in more interference to both cell center and 

edge users. 

                      
                                                    Fig 2.1: Soft Frequency Reuse 

                                                       (Total spectrum= F1+F2+F3) 
 

2.2 Frequency Allocation in FFR 
 

Frequency allocation in FFR for three neighbouring cells is shown below. The cell-

centre users of all the cells rely on a common frequency band F0, while the cell-edge users of 

the three cells occupy different frequency bands, namely F1, F2 and F3. 

 

The aim of FFR is to partition the cell’s bandwidth in such a way that (i) cell-edge 

users of neighbouring cells do not interfere with each other and (ii) interference received by 

(and created by) cell center users is reduced, while (iii) using more total spectrum than 

conventional frequency reuse. The idea of FFR is to apply a frequency reuse of one in the 

inner region and a higher reuse factor in cell edges (outer region).  
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                                    Fig 2.2: Frequency allocation in FFR 

 

2.3 Cells Layout Design 
 

Suppose there are multi-operators, namely A, B, C & D. We have to locate multi-

operators in cells such that the average inter site distance (ISD) of operators A, B, C & D are 

1 km, 1km, 1km and 600 m respectively. First, we have to form cells layout with radius R= 

577.35 m. For simplicity, we have taken up to tier 2. The radius of inner circle is 350 m. The 

hexagonal cells layout is shown in figure 2.3. 

 
     

 

                                     Fig 2.3: Hexagonal Cells Layout 
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Now, locate operator ‘A’, ‘B’, ‘C’ and ‘D’ with uniform average ISD. The geometry of 

multi-operators after locating them is given below: 

 

  

 
                                             Fig 2.4: Layout of Multi-operators A, B, C and D 
 

 

The next step is to form clusters such that interferences between operators in different 

clusters get minimized. For simplicity, we remove the hexagonal grid. The layout after 

removing hexagonal grid is shown in figure 2.5. The locations of all the operators are stored 

which would be used to form clusters. Before proceedings further, let us discuss about the 

clustering. 
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                     Fig 2.5: Layout of Multi-operators A, B, C and D (without hexagonal grid) 
 

 

2.4 Clustering 
 

We are about to perform clustering to the above layout. Before moving forwards, let us 

discuss some basic concepts of clustering.  

Clustering is the way of dividing the data points into a number of groups such that data 

points in the same groups are more similar to other data points in the same group than those 

in other groups. We follow unique procedure to classify a given data set through a certain 

number of clusters. Here, we choose distance as the similarity criterion which is termed as 

distance based clustering. Two or more data points belong to the same cluster if they are near 

according to a given distance. But how to know which is a good clustering? Finally, it would 

be the users who should supply some criterion to suit the result of the clustering according to 

their needs. Scalability, discovering clusters with arbitrary shape etc. are the main 

requirements that a clustering algorithm should satisfy. 

We can reform the zones for fractional reuse and propose a clustering based FFR, which 

offers higher flexibility in resource allocation. The final result after performing clustering to 

multi-operators in cellular networks can be visualized as mentioned in next chapter. In that 

layout, the average ISD of operator D is varied from 600m to 750m keeping average ISD of 

operator A, B and C fixed (1 km). As the average ISD of operator D is smaller, so we have 
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more number of ‘D’ operators. The operator ‘D’ is taken as reference. The minimum 

distances between operator ‘D’ and other operators are calculated and some constraints are 

put so that if the minimum distance satisfies that constraints, the other operator with which 

minimum distance is calculated with respect to ‘D’ would get selected to form clusters. 

 

2.4.1 Distance Measure 

 
An important component of a clustering algorithm is the distance measure between the data 

points. Calculate the Euclidean distance between the data points and make groups of that data 

points which has minimum Euclidean distance. Figure 2.6 explains the formation of clusters.  

                                        
                                                 Fig 2.6: Formation of Clusters 

 

 

2.4.2 Minkowski Metric 

 
The Minkowski metric for higher dimensional data is given as 

                       
 

 

   

 

 
 

 

                                                  

where d is the dimensionality of the data. The Euclidean distance is a special case obtained 

by putting p=2.  
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                    CHAPTER 3  

             Simulation Results  
 

This chapter contains the simulation results. MATLAB is used for simulating it.  

3.1 Case I: Average ISD of operator D is 600m  
 

Keep average ISD of operators A, B and C to be 1 km. As the average ISD of operator D is 

smaller, so we have more number of ‘D’ operators as clearly shown in figure 3.1. 

 

 
            Fig 3.1: Clustering of Multi-operators when average ISD of operator D= 600m   

 

Table 3.1 shows the locations of operators A, B, C and D. The column numbered ‘1’ shows 

the x axis location and the column numbered ‘2’ shows the y axis location for the respective 

operators. We’ll keep the locations of operators A, B and C same in the remaining cases and 

only the location of operator D is varied. As the average ISD of operators A, B and C is 1 km 

each and up to tier 2 is considered, we can see that we have 19 operators each of A, B and C. 

The numbers of clusters with 1, 2, 3 and 4 different operators are 6, 37, 5 and 3 respectively 

as mentioned in table 3.2. We are getting some single operators which are not able to get 

clustered because we have more number of ‘D’ operators and such operators do not fulfil our 

objectives and in such cases, manually allocation of those operators can be done. Also, if we 

increase the number of cells (from tier 2 to tier 3), some of those single operators get 

clustered with operators present in tier 3. Figure 3.2 indicates relative strength of number of 

clusters for case I. 
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Table 3.1: Locations of Multi-operators 

 

      Operator ‘A’          Operator ‘B’              Operator ‘C’ 

                    
 

 

 

                 Operator ‘D’ 
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Table 3.2: Percentage of clusters for case I 

Number of different multi-

operators per cluster 

Number of clusters Percentage of associated 

clusters 

1 6 11.7 

2 37 72.5 

3 5 9.8 

4 3 5.8 
 

 

              
                           Fig 3.2: Indication of relative strength of number of clusters for case I  
  

  

3.2 Case II: Average ISD of operator D is 650m  
 

Keep locations of operators A, B and C unchanged. As the average ISD of operator D is 

smaller, so we have more number of ‘D’ operators as shown in figure 3.3. The numbers of 

clusters with 1, 2, 3 and 4 different operators are 2, 29, 9 and 3 respectively as mentioned in 

table 3.3. Figure 3.4 indicates relative strength of number of clusters for case II. 
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            Fig 3.3: Clustering of Multi-operators when average ISD of operator D= 650m   
 

 

Table 3.3: Percentage of clusters for case II 

Number of different multi-

operators per cluster 

Number of clusters Percentage of associated 

clusters 

1 2 4.6 

2 29 67.4 

3 9 20.9 

4 3 6.9 
 

 

             
                        Fig 3.4: Indication of relative strength of number of clusters for case II  
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3.3 Case III: Average ISD of operator D is 700m  
 

Keep locations of operators A, B and C unchanged. As the average ISD of operator D is 

smaller, so we have more number of ‘D’ operators as shown in figure 3.5. The numbers of 

clusters with 1, 2, 3 and 4 different operators are 1, 20, 8 and 7 respectively as mentioned in 

table 3.4. Figure 3.6 indicates relative strength of number of clusters for case III.  

 

 
            Fig 3.5: Clustering of Multi-operators when average ISD of operator D= 700m   

 
 

   Table 3.4: Percentage of clusters for case III 

Number of different multi-

operators per cluster 

Number of clusters Percentage of associated 

clusters 

1 1 2.7 

2 20 55.5 

3 8 22.2 

4 7 19.4 
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                         Fig 3.6: Indication of relative strength of number of clusters for case III  
 

 

3.4 Case IV: Average ISD of operator D is 750m  
 

Keep locations of operators A, B and C unchanged. As the average ISD of operator D is 

smaller, so we have more number of ‘D’ operators as shown in figure 3.7. The numbers of 

clusters with 1, 2, 3 and 4 different operators are 0, 18, 9 and 7 respectively as mentioned in 

table 3.5. Figure 3.8 indicates relative strength of number of clusters for case IV. 

 

 
                Fig 3.7: Clustering of Multi-operators when average ISD of operator D= 750m   
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   Table 3.5: Percentage of clusters for case IV 

Number of different multi-

operators per cluster 

Number of clusters Percentage of associated 

clusters 

1 0 0 

2 18 52.9 

3 9 26.5 

4 7 20.5 

 

 

 
                        Fig 3.8: Indication of relative strength of number of clusters for case IV  
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3.5 Comparison of Case I, Case II, Case III and Case IV 

 

 Figure 3.9 compares all the cases. It can be seen that when the average ISD of 

operator ‘D’ is 600m (Case I), there would be more number of clusters having one (more 

clearly, one operator means it is not clustered with any other operators) or two different 

operators with respect to other cases. While it is lower for case II, case III and case IV which 

is considerable according to the requirement. In case IV, in every cluster, there are at least 

two operators. Also, the numbers of clusters having three or four (preferable case) different 

operators are more for case III and case IV as compared to case I and case II. The more 

inferences are given in the next chapter. 

 

 
                                    Fig 3.9: Comparison of all the four Cases  
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                              CHAPTER 4  

                                 CONCLUSIONS AND FUTURE SCOPE 
 

4.1 Conclusions  

 

In this project, FFR is analysed and clustering is applied to multi-operators to separate them 

into different groups for competent spectrum sharing. We can extend the number of cells and 

clustering can be used effectively. During clustering, there might be the possibility that same 

operator is shared by more than one cluster or more than one operator of the same type is 

present in the same cluster. In such cases, clusters have to be redesigned by using some 

different approach. Suppose there is an operator which is shared by two clusters such that in 

one cluster, there are 4 operators and in other cluster, there are two operators as shown in 

figure 4.1 (Total number of operators in these two clusters is 5). So, in this case, the clusters 

have to be redesigned. One approach is to take operators from that clusters which has lesser 

number of operators and form one new cluster. So, after clustering, this new cluster has two 

operators and now forms clustering with the remaining three operators. So, using this 

approach, there won’t be any operators which are shared. This is one particular case and there 

would be other cases also for which clustering has to be done intuitively. 

 

                                     
Fig 4.1: Redesigning of Clusters  

 

It is also concluded that the average ISD of operator ‘D’ (the operator having the smallest 

ISD) should not be taken too small. In case I, where the average ISD of operator ‘D’ is 600m, 

it can be seen that there are more number of operators which are single (not clustered) i.e. 

11.7% (see table 3.2). Also, the percentages of clusters with 2, 3 and 4 different operators are 

72.5%, 9.8% and 5.8% respectively. In case II, the percentages of clusters with 1, 2, 3 and 4 

different operators are 4.6%, 67.4%, 20.9% and 6.9% respectively (see table 3.3). In case III, 

the percentages of clusters with 1, 2, 3 and 4 different operators are 2.7%, 55.5%, 22.2% and 

19.4% respectively (see table 3.4). The percentages of clusters with 1, 2, 3 and 4 different 

operators in case IV are 0%, 52.9%, 26.5% and 20.5% respectively (see table 3.5). It is 
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observed that as we increase the average ISD of operator ‘D’ from 600m to 750m, the 

percentages of clusters with 1 and 2 different operators decreases. For only single operator 

case (where operator is not clustered), it decreases from 11.7% to 0%. The percentage of 

clusters with 2 different operators decreases from 72.5% to 52.9%. However, the percentages 

of clusters with 3 and 4 different operators increase which is as expected because if the 

average ISD of operator ‘D’ is also 1km (i.e. same as other operators), then it could be easily 

concluded that there would be more clusters with 4 different operators. The percentage of 

clusters with 3 different operators increases from 9.8% to 26.5% and for 4 different operators, 

it increases from 5.8% to 20.5%.  

 

4.2 Future Scope 
 

The concept of clustering can be extended beyond tier 2 which helps in allocating multi-

operators across large geographical region effectively and efficiently and helps in minimizing 

interference and spectrum sharing. The other scope is to study the MU-MIMO and SIMO 

system which is aided by fractional frequency reuse in the context of the cellular uplink. 
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                               CHAPTER 5  

     Performance Analysis of CRC+2D Parity Check Code                                        

                                                      (Other Work) 
 
Data block size of 56 bits are used for BER performance analysis for CRC+2D parity check 

code over AWGN channel with Rayleigh fading. Suppose we have data block of size 56 bits. 

We wish to transmit this data such that one bit and two bit errors can be corrected at the 

receiver side using CRC and 2D Parity Check Code. This is the other work that is done 

successfully and is not related to any of the previous chapter.  

5.1 Input Data+CRC+2D Parity Check Code in Matrix Form 
 

Suppose we have randomly generated input data bits as shown in figure 5.1. Arrange this 

input data bits in 7x8 matrix form. The input data as shown in figure 5.1 is treated as a 

polynomial and CRC is calculated by dividing the input data polynomial by CRC generator 

polynomial. This CRC generator polynomial is known at both transmission and reception 

side. CRC8 (0x97) is used. After calculating CRC, append these 8 bits CRC to the previous 

input data matrix so we get 8x8 matrix. A 2D parity check is used to calculate parity bits of 

each row and each column. Input data along with CRC is arranged in matrix form and the 

parity bits are calculated and appended to form 9x9 matrix. The final matrix construction 

after merging input data, CRC and parity bits are shown in figure 5.2.  

 

 
     Fig 5.1: 56 bits Input Data 

     Fig 5.2: Input Data+CRC+2D Parity Check Code in Matrix Form  
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5.2 Error Correction at the Receiver 
 

At the receiver side, data is divided by the same CRC polynomial. A zero syndrome indicates 

that the received data is error free or CRC polynomial is unable to detect the error. The CRC 

polynomial should be selected properly for various data lengths. Parity check is done again to 

detect and correct error. An unmatched parity bit means there is an error which is pointed by 

the parity bit.  

 

5.2.1 Single Bit Correction 
 

1. Calculate CRC syndrome for the received data block excluding CRC bits and Parity 

bits. We termed it as new CRC. 

2. Calculate parity bits- row wise and column wise for the received data block including 

CRC bits. We termed these as new row and column wise parity bits respectively.  

3. Suppose there is single bit error in the received data block as shown in figure 5.3. 

Compare new row and column wise parity bits with the received row and column 

wise parity bits and we get parity check results. If it indicates single bit error, perform 

correction (by flipping that bit) only if the new CRC matches with the reference 

syndrome. The location of reference syndrome which is stored in the lookup table is 

pointed by the parity check results.  

 

         

         

         

         

         

         

         

         

         

     Fig 5.3: Single bit error in the Received Block 

 

 

5.2.2 Two Bit Correction 
 

1. Repeat above step 1 and step 2. 

2. There are some different types of two bit errors that occur in the received data. The 

parity check results calculated in previous step uniquely define each type. The parity 

check results point to the possible location of reference syndrome and the CRC 

syndrome matching as in step 3 above confirms the correction and that would be 
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corrected by flipping the bits in the received data block pointed by the parity check 

results.   

5.3 Result 

 

    
Fig 5.4: BER Performance of CRC+2D Parity Check Code 

 

5.4 Conclusions 
 

Performance of CRC+2D parity check code is analysed. It is concluded that 1 bit error and 2 

bit errors of the received data block can be corrected by properly examining parity check 

results and CRC syndrome matching. The efforts are making to correct 3 bit errors also. 
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