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ABSTRACT

There is a strong need for storing information to a computer storage drive from data

available in printed or handwritten documents or photographs so that it can be

re-used by computers in a variety of industries. Scanning the documents and then

storing them as image files could be a straightforward approach to save information

to a computer system from these printed materials. However, reading or querying

text or other information from these image files would be extremely difficult to

re-use. As a result, a method for retrieving and storing information, particularly

text, from image files is required. Optical character recognition (OCR) is a study

topic that aims to create a computer system that can automatically extract and

analyse text from photographs. The goal of OCR is to convert any type of text or

text-containing document, such as handwritten text, printed text, or scanned text

images, into an editable digital format for deeper and more advanced processing.

As a result, OCR allows a machine to recognise text in such documents

automatically. In order to accomplish successful automation, some main problems

must be identified and addressed. Character font qualities in paper documents and

image quality are just two of the most recent difficulties. Characters may not be

recognised accurately by computer systems as a result of these issues. This paper

investigates OCR in three different types of English Documents namely Normal

Printed text , Old Newspapers and Handwritten text Documents.
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CHAPTER 1

INTRODUCTION

It is normal and expected for humans to require that machines identify patterns be

built and designed. From automated optical character recognition to face

recognition, fingerprint identification, speech recognition, DNA sequence

identification, and many other applications, machine pattern recognition is clearly

beneficial. Optical character recognition(OCR) is a study topic that aims to create a

computer system that can automatically extract and analyse text from photographs.

There is a large demand these days for storing information on a computer storage

drive from data available in printed or handwritten documents so that it can be

re-used by computers later. One simple way to store information to a computer

system from these paper documents could be to first scan the documents and then

store them as image files. However, reading or querying text or other information

from these image files would be extremely difficult to re-use. Therefore a technique

to automatically retrieve and store information, in particular text, from image files is

needed. Of course, this is not a very trivial task. Some major challenges need to be

laid out and handled in order to achieve successful automation. The font

characteristics of the characters in paper documents and quality of images are only

some of the recent challenges. Due to these challenges, characters sometimes may

not be recognized correctly by the computer system. Thus there is a need for

mechanisms of character recognition to perform Document Image Analysis (DIA)
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which overcomes these challenges and produces electronic format from the

transformed documents in paper format.

Similarly, Optical Character Recognition (OCR) is the process of

modification or conversion of any form of text or text-containing documents such as

handwritten text, printed or scanned text images, into an editable digital format for

deeper and further processing. Optical character recognition technology allows a

machine to recognise text in such documents automatically. In the real world, it's

similar to the brain and eye of a human being.Although the human eye can detect,

view, and extract text from images, it is the human brain that interprets the detected

or extracted text read by the eye. Of course OCR technology has not advanced

enough to compete with human’s ability. The performance and accuracy of OCR is

directly dependent upon the quality of input documents. Again, when we think of a

human's ability to recognize text, the performance of the brain's process directly

depends upon the quality of the input read by eye. Several issues and concerns can

arise while creating and deploying a computerised OCR system. For example, there

is just enough difference between some digits and letters for computers to recognise

and differentiate them accurately. For example, it may not be very easy for

computers to differentiate between digit “0” and letter “o”, especially when these

characters are embedded in a very dark and noisy background. One of the main

focuses of OCR research has been to recognize cursive scripts and handwritten text

for its broad application area. Today, to solve the text recognition problem several

different types of OCR software exist such as Desktop OCR, Server OCR, web OCR

and so on.
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RELEVANT WORKS

The rise in popularity of Deep Learning has resulted in a greater demand for

annotated data for supervised learning tasks. The majority of early datasets were

manually annotated, and it was only recently that attempts were made to automate the

annotation process and reduce the human work involved. However, it is vital to

remember that in some circumstances, user feedback is required in order to provide the

greatest quality of annotated data that is practically error-free.

In disciplines as diverse as real-time video feeds, object detection, and even the

semantic web, initiatives to automate data annotation have been made. It's not

unexpected that there's been a lot of research in this field, given the obvious

requirement for annotated data for offline handwritten text recognition, especially

with the transition towards Deep Learning-based systems for offline handwriting text

recognition. A number of papers have proposed a systematic arrangement of stages to

develop a comprehensive annotation engine for handwritten text, with varied levels of

automation. “A Semi-automatic Annotation Scheme for Bangla Online Mixed Cursive

Handwriting Samples,” by U. Bhattacharya, R. Banerjee, S. Baral, R. De and S. K.

Parui in 2012, and “Automated Semantic Annotation of Species Names in

Handwritten Texts ” by Stork L., Weber A., van den Herik J., Plaat A., Verbeek F.,

Wolstencroft K in 2019 are few such attempts. However, as mentioned in a section of a

study by Ung et al, creating a comprehensive end-to-end pipeline to annotate

handwritten text with very little human interaction remains a difficult issue .
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The two main components of our annotation pipeline are a word detection system and a

handwriting recognition system. There has been extensive research in these fields for the

past many years. There have been non-Machine Learning approaches, Machine Learning

approaches, and most recently, Deep Learning approaches. Lavrenko et al. presented a

holistic word recognition strategy based on Hidden Markov Models, motivated by

cognitive psychology findings, for handwritten historical texts. This approach, which did

not use character segmentation, had a recognition accuracy of 65 percent, which was

higher than the findings of other systems at the time. Optical character recognition (OCR)

technologies have been available for a long time, and many attempts at handwritten OCR

for many languages have been made. Over this time, OCR approaches have progressed

significantly, and in recent years, with the advent of cloud computing, GPUs, and a

stronger research community, have switched toward some extremely amazing Deep

Learning-based models. However, as noted in the preceding section, OCR algorithms

encounter a number of difficulties and have yet to produce compelling results for cursive

handwritten text documents with no specified structure.

A work done by Shiedl et al. implements a handwriting recognition system, with

an architecture based on Convolutional Neural Networks (CNN), Recurrent Neural

Networks (RNN) and a Connectionist Temporal Classifier (CTC), which provides

impressive results for handwriting recognition. This was one of the main inspirations for

the recognition architecture we present in this work. The 2D LSTM implemented in the

recognition system of our work, is inspired by a work by Graves et al. Text detection has

also gotten a lot of attention recently, thanks to advances in image processing, object

detection, and deep learning. Youngmin Baek. proposed a simple yet robust deep learning

based scene text detector known as CRAFT text detector. In our work we build upon this

CRAFT model as it outperforms a majority of the state-of-the-art text detectors in terms

of accuracy and speed ,and is easy to build as well.
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CHAPTER 2

Text Detection
CRAFT text detector is a novel text detector and a pre-trained model that effectively

detects text area by exploring each character region and affinity between characters.

The bounding box of texts are obtained by simply finding minimum bounding

rectangles on a binary map after thresholding character region and affinity scores.

Figure 1. Visualization of character-level detection using CRAFT. (a)

Heatmap predicted by the framework. (b) Detection result

The detector localizes the individual character regions and links the detected

characters to a text instance. It is designed with a convolutional neural network

producing the character region score and affinity score.The region score is used to

localize individual characters in the image, and the affinity score is used to group

each character into a single instance. Figure. 1 is a visualization of CRAFT’s result

on  a sample image.
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CRAFT adopts a fully convolutional network architecture based on VGG-16 as its

backbone. In simple words, VGG16 is essentially the feature extracting architecture

that is used to encode the network’s input into a certain feature representation. The

decoding segment of the CRAFT network is similar to UNet. It has skip connections

that aggregate low-level features.

Figure 2. Schematic illustration of CRAFT network architecture

CRAFT predicts two scores for each character:

● Region Score: As the name suggests, it gives the region of the

character.  It localizes the character

● Affinity Score: ‘Affinity’ is the degree to which a substance tends to

combine with another. So, an affinity score merges characters into a

single instance (a word).
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CRAFT generates two maps as output: Region Level Map and Affinity Map.Let’s

understand what they mean by looking at an example:

Figure 3.  Sample image applied with Craft text detector

The areas where the characters are present are marked in the Region Map:

Figure 4. Region map of Sample image
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The Affinity Map pictorially represents the related character. Red symbolizes the

characters have a high affinity and must be merged into a word:

Figure 5. Affinity Map of Sample image

Finally, the affinity and region scores are combined to give the bounding box of each

word. The coordinates are in the order:(left-top), (right-top) (right-bottom),

(left-bottom), where each coordinate is an (x, y) pair. The result of text detection:

Figure 6. Detected text output of Craft detector
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Image Binarization & Enhancement

For good quality and high accuracy character recognition, OCR techniques expect

high quality or high resolution images with some basic structural properties such as

high differentiating text and background. The way images are generated is an

important and determining factor in the accuracy and success of OCR, since this

often affects the quality of images dramatically. Preprocessing techniques are needed

on colour, grey-level or binary document images containing text and/or graphics.

Binarization is the starting step of most document image analysis systems

and refers to the conversion of the gray-scale image to a binary image. Since

historical document collections are most of the times of very low quality, an image

enhancement stage is also essential. The scheme used for image binarization and

enhancement consists of five distinct steps: a preprocessing procedure using a

lowpass Wiener filter, a rough estimation of foreground regions using Niblack’s

approach, a background surface calculation by interpolating neighboring background

intensities, a thresholding by combining the calculated background surface with the

original image and finally a post-processing step that improves the quality of text

regions and preserves stroke connectivity.
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Figure 7. shows  Image enhancement used on Old Newspaper Articles.
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Text Recognition

The images of the individual words , within each of the bounding boxes, are passed

as inputs to the recognition system . Each input image that is passed into the

recognition system goes through the three architectures of our recognition model :

the Convolutional Neural Network (CNN), the multi-dimensional LSTM, and the

Connectionist Temporal Classifier(CTC). The exact details and nature of these

architectures are discussed in the next section.

For each input of an individual image to the recognition system, the output is

a sequence of characters. The recognition system thus outputs a sequence of

characters/ individual characters, for each of the detected, and serialized images

passed into it from the previous phases of the pipeline. As the image passes through

each of the layers of the CNN, the trained layers extract all the required features

from that image. There are three main operations that are carried out on the image in

the CNN, in each layer: the convolutional operation, a non-linear activation and a

pooling function. Apart from these three operations, we add a Gaussian noise layer

that adds standard Gaussian noise to the input, for reducing any chances of

overfitting the dataset, and enable the recognition system to recognize the word to a

good accuracy level irrespective of the gray values and contamination of the new

image due to various natural causes. Then finally, after passing through two fully

connected layers, a feature map is output.



17

The output feature map from the CNN is then passed as input to our 2D

LSTM. An LSTM is used instead of a standard unidirectional or bidirectional RNN,

as LSTMs prevent loss of information over long distances, and so is very helpful

when dealing with long character sequences, which is very important for the task at

hand. Our custom 2D LSTM was designed and implemented instead of using a

standard one dimensional LSTM, because we felt that considering both the

horizontal and vertical dimensions of handwritten text while recognizing it, would

be much more effective than just working along one dimension. This is because the

English cursive handwritten text has a myriad of variations along both the

dimensions, and the system would be very robust if it could learn the features across

both these dimensions. Moysset et al. 's paper shows that 2D LSTMs give great

results for recognition of handwritten text, and provide higher performances as

compared to single dimensional RNNs or LSTMs even when used on complex,

challenging and real life data.

The output sequence of the LSTM is mapped to a matrix which becomes

the input to the final CTC layer. Connectionist Temporal classification, a work by

Graves et al. proposes a method that serves two purposes : it not only calculates the

loss values required for training, but also decodes the matrix that is output from the

LSTM, to obtain the final text that is present in the input image. During the training

process, both the ground truth and the LSTM output matrix are fed to the CTC layer,

and based on these, a loss value is calculated which is used to train the system to

recognize the right sequence of characters. During the inference phase, only the

LSTM output matrix is fed, and is decoded by the CTC layer, using a decoding

algorithm, to get the text from the images. As the text from each input image is

recognized by the recognition system, they are checked for any misspells, and are

corrected using a state-of-the-art python spell checker known as Pyspellchecker.

This spell checker, which was developed and released very recently, even offers a
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feature where the users can add words of their choice to the dictionary, thus allowing

them to customize the dictionary to suit the task at hand. After this stage, all the

recognized words and symbols are stored in the same serialized order.

RECOGNITION ARCHITECTURE USED:

The combination of a CNN, RNN and a CTC layer has been gaining popularity in

the recent past, especially for text recognition tasks. We modify this architectural

combination, and improve upon it by building our own 2 Dimensional LSTM to

replace the standard RNN, which results in a significant increase in performance.

Apart from this, the CNN in our system has also been designed in a way such that it

is powerful and robust enough to deal with handwritten text images. The CNN

model contains 10 layers, out of which each of the first 8 layers perform

convolutional operations, non linear activations and pooling functions. The

convolutional operations are carried out by filters of varying kernel sizes from 7x7

to 3x3, and a standard RELU non linear activation function is used. These 8 layers

are followed by a Gaussian noise layer and 2 fully connected layers. The input to the

CNN is the preprocessed image of dimensions 128x32, and the output is a feature

map of size 32x512.The dimension of this 32x512 feature map that is passed as

input to the LSTM, represents 512 features per time step, where each time step

represents the position for the characters that may possibly be present in the word to

be recognized. Each of these timesteps contain 512 relevant features extracted by the

CNN layers. There are 32 timesteps because we set the maximum length of the

character sequence that can be recognized, to 32. We found that for values greater

than 32 the system performed worse and the loss values were considerably higher.

The 2D LSTM, which was built using 256 hidden cells, processes this

feature map further, by only carrying forward the relevant information. The output
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of the 2D LSTM is finally mapped to a matrix of dimension 32x80, where 80 is the

number of possible characters that can be recognized. This is because, apart from the

79 different characters present in our training dataset, another extra character is

required for CTC operations, known as the CTC blank. Therefore, this 32x80 matrix

contains the probability scores with respect to the 80 different possible entries for

each timestep.

Figure 8. shows Summary of Recognition architecture

This matrix is provided as input to the CTC layer, which during training is compared

with the ground truth tensor to generate a CTC loss value. This CTC loss value was

the error metric that was considered for training. We used an RMSProp optimizer

with a decaying learning rate that was initialized to 0.01, and a batch size of 50 for

the training process. During the inference phase, the text in the image is decoded by

the CTC layer using a CTC beam search decoding algorithm, which is offered as a

feature in the Neural Net module of Tensorflow. This algorithm was used instead of

the standard greedy best path decoding algorithm, because of which we were able to

improve the accuracy of the recognized words even further.
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Experimentation and Results

The OCR model is investigated in three different types of Documents namely

Normal Printed text , Old newspaper articles and Handwritten text.

For Normal Printed text:

For training the data set is prepared by synthesising words which were randomly

chosen from ASCII value range of 33-127.Further fonts ,noise level and padding

white spaces are randomized to create different word images of uniform dimension

32x128. Then the OCR model is trained with 2,00,000 synthesized words for 146

epochs.

Character error rate (CER) 0.863

Word Accuracy 95.21

Table 1. Result parameters for Normal Printed text

--->y*\I7zJV`1E*H -]--->(5R~FBr%O

Figure 9. Recognition results for Normal printed text

For Old Newspaper text:

For training the data set is prepared by generating different unique newspaper fonts

words and then randomly dilated /eroded  to make text resemble real historic

newspaper words.For training, no image enhancement was used but for testing

Histogram based Binarization was used as Image Enhancement technique.Then, the

OCR model trained on printed text was fine tuned to Newspaper data of size of
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2,00,000 words and ran for 65 epochs.

Character error rate (CER) 6.96

Word Accuracy 61.58

Table 2. Result parameters for Old Newspapers text

Figure 10. Recognition result for an Old Newspaper Article

For Handwriting text:

The IAM offline dataset was used to train the recognition system, with a train-valid

split ratio of 95:5. Therefore, a total of 115320 words were used to train the model.

The model was trained for 127 epochs.
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--->Kings

---->biographies
Figure 11. Recognition Result for Handwritten text

Character error rate (CER) 8.62

Word Accuracy 57.41

Table 3. Recognition parameters for Handwritten text
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Conclusion and Future Works

This work has potential to further be improved, by using deeper networks and larger

datasets in the case of availability of powerful computational systems and hardware,

which we did not have access to. Better preprocessing techniques and more powerful

CTC decoding algorithms are also aspects of the work that can be focussed on for

significant improvements. Future work can focus on extending our current work to

regional languages, where there is a clear lack of significant amounts of annotated

data. Designing annotation pipelines for regional languages may require more

sophisticated segmentation techniques and better recognition systems, and is

definitely something that requires much more meticulous research. Even though

there are a large number of problems that can be solved by developing systems that

aim to digitize or restore documents in regional languages, one of the main limiting

factors for extensive research in this field is the dearth of high quality annotated

data.
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