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ABSTRACT 

 
 

KEYWORDS: Control theories; Active power filters; Implementation strategies; DSP 

algorithms. 

 
The increased use of power electronic components within the distribution systems and 

the reliance on renewable energy sources along with converters as an interface 

between the source and the power system lead to power quality problems for the 

smooth operation of various components of power systems, including various types of 

loads. Therefore, mitigation of power quality problems in power systems more so on 

dynamic and real time basis is a need of an hour in today’s industrial world. Knowing 

the growing challenges of designing a grid interactive filter to provide real time 

mitigation/ reduction of the power quality problem, the implementation of APFs 

requires meticulous designing at each stage. Therefore, in order to design an efficient 

active power filter the vetting of a given control theory is an important aspect.  

This thesis is primarily devoted to analyze the basic formulation of the given 

control theories in terms of computational time and memory.  The same will not only 

assist in optimizing a given DSP algorithm designed to control APFs but also in 

reducing the overall operational time and cost of the various topologies or 

modifications of APFs designed so far. Finally, a comparative analysis is presented to 

derive their Big-O polynomial to comment upon their efficiency in time and space. A 

case study is also performed by analyzing the performance of the control theories on 

TMS320F28377S processor using CCS software. The thesis also incorporates 

simulation studies in the end to compare transient performance of the given theories. 
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CHAPTER 1 
 

INTRODUCTION 
 

 

The increased use of power electronic components within the distribution systems and 

the reliance on renewable energy sources along with converters as an interface 

between the source and the power system lead to power quality problems for the 

smooth operation of various components of power systems, including various types of 

loads. Thus, it would be prudent to say that the problem of power quality being faced 

is a reflection of the industrial growth achieved so far. Moreover, electrical networks 

with poor power quality result in financial loss, environmental impacts and/ or safety 

concerns. These losses are cascaded back to the utility power plants and results in 

increased CO2 emissions. Even, one latest study shows that one unit of electricity 

saved is equivalent to three units generated. Therefore, mitigation of power quality 

problems in power systems more so on dynamic and real time basis is a need of an 

hour in today’s industrial world. Knowing that the design of these APF is becoming 

challenging day by day, efforts are on to make them more grid interactive and 

simultaneously economically viable to accrue energy savings and management for 

both power grid and various industries. 

 

1.1 NEED OF FILTERS IN POWER SYSTEMS 

With the advancements in technology and improvements of power electronic devices, 

the implementation of harmonic filters has become an essential element of electric 

power networks. Therefore, the utilities are continually pressured to provide high-

quality and reliable energy. But the non-linearity introduced by the power electronics 

based loads (e.g., computers, printers, fax, CFL tubes, electronic health assessment 

and diagnostic machines etc) is a matter of great concern for both the utility and 

consumer. They cause excessive neutral currents, over-heating of electrical apparatus, 

poor power factor, voltage distortion, high levels of neutral to ground voltage and 
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interference with communication systems. If this heating were continued to the point 

at which the insulation fails, a flash-over may occur. This would partially or 

permanently damage the device, which may result in loss of generation or 

transmission that could cause blackouts. 

 

1.1.1 Harmonics in Power Systems: A Main Cause of Power Quality Problem 

The harmonics disturbances in the power supply are caused by the nonlinear 

characteristic of the power electronic components used as an interface between 

Distribution Energy Systems and main power grid (e.g. VSIs, CSIs) and as a load as 

well. Therefore, with a network dominated by nonlinear components (power 

electronics coupling for generators and loads), deviation of power quality parameters 

from sinusoidal nature is be a common situation. Hence, given that the sensitive loads 

are connected to the system, injection of harmonic currents and reactive power into 

the supply grid is a serious problem, not only effecting the smooth operation of power 

electronic interface but polluting the electric distribution network as a whole. 

The impact of harmonics on the power system can be categorized as; short term 

effects and long term effects. The short term effects are usually noticeable and are 

related to excessive voltage distortion such as nuisance tripping of sensitive loads or 

overheating of transformer. However, the long term effects will show the impact after 

certain period and it is undetected. This long term effects are usually related to 

increased resistive losses or voltage stress. Capacitors in power systems might fail or 

capacitor fuses may blow due to the over voltage stress on dielectric [1]. 

Over a period, various types of solutions were employed for mitigating/ limiting 

the injection of harmonics from nonlinear loads in power systems, like, one of the 

solution is implementing delta transformer connection to yield a net 12-pulse 

operation to eliminate the third harmonic component of the current. Also, standards 

such as IEEE-519, IEC-61000, and EN-50160 were introduced for the end-users and 

the electric utilities to attempt reasonable harmonics goals [2]. According to these 

standards, the end-users are required to limit the harmonic currents by controlling 

their loads and the utilities should limit the harmonic voltages by controlling the 

power system impedance.  
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The percentage total harmonic distortion (% THD) is a well known power quality 

term used to define the amount of distortion in voltage or current waveform. THD the 

compensated source currents indicates the quality of the load compensation. It is 

defined as 

2

2

1

x100%THD
n

n
I

I

∞

==
∑

      

where, In is the rms value of the nth harmonic current. 

The value of THD below 5% is generally accepted, while values above THD of 10% 

are definitely unacceptable. Also, higher THD leads to a poor power factor and lowers 

the efficiency of equipment. 

 

1.2 FILTERS IN POWER SYSTEMS 

The most traditional method for mitigating the power quantity issues is use of passive 

filters. The passive filters consist of inductors and capacitors which are tuned for a 

particular frequency. Thus the elimination of multiple harmonic components would 

require the installation of separate passive filters for each harmonic frequency. Inspite 

of the low cost and high efficiency of the passive filters, they suffer from 

disadvantages like bulk size, series/ parallel resonance, need of high rating and require 

the coordination with reactive power requirements of the loads. 

  Self-adaptable, dynamic solution known as APF has proved to be 

remarkable for mitigating power quality problems. Its basic principles were discussed 

by Sasaki and Machida (1971), Peterson et al. (1975), Gyugyi and Srycula (1976) and 

Mohan et al. (1977). However, the technology of those times was unable to support 

the real time implementation. But the significant progress in the speed and capacity of 

power semiconductor devices like IGBTs and GTOs in the recent years have enabled 

the practical realization of the APFs. 

  

1.3 GENERAL CLASSIFICATION OF FILTERS IN POWER SYSTEMS 

Filters are often the most common solution approaches that are used to mitigate the 

harmonics in power systems. Unlike other solutions, filters offer a simple and 
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inexpensive alternative with greater advantages. Classification of filters may be 

performed based on various criteria, including the following: 

• Number and type of elements (e.g., one, two, or more passive and/or active filters) 

• Topology (e.g., shunt-connected, series-connected or a combination of the two) 

• Supply system (e.g., single-phase, three-phase three wire and three-phase four 

wire) 

• Type of nonlinear load such as current-source and/or voltage-source loads 

• Power rating (e.g., low, medium and high power) 

• Compensated variable (e.g., harmonic current, harmonic voltage, reactive power 

and phase balancing as well as multiple compensation) 

• Converter type (e.g., VSI and/or CSI to realise active elements of filter) 

• Control technique (e.g., open loop, constant capacitor voltage, constant inductor 

current, linear voltage control or optimal control) 

• Reference estimation technique (e.g., time and/or frequency current/voltage 

reference estimation) 

 

Figure 1.1 depicts the classification of filters as used in power systems based on 

supply system with the topology as a sub-classification [3-7]. Further classification is 

made on the basis of the numbers and types of elements used in different topologies. 

As a matter of fact, according to Figure 1.1, there are 156 valid configurations of 

passive, active and hybrid filters – offering its own unique solution to improve the 

quality of electric power. Therefore, the choice of filter depends on the nature of the 

power quality problem, the required level and speed of compensation, as well as the 

economic cost linked with its implementation. 
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Fig.  1. 1  Classification of filters used for power quality improvement [3 – 7] 
 

1.4 A BRIEF INTRODUCTION OF APFs 

APFs are feasible alternatives to passive filters. For applications where the system 

configuration and/ or the harmonics of non-linear loads (e.g., orders, magnitudes and 

phase angles) change, active elements may be used instead to provide dynamic 

compensation. 

An APF is implemented when the order numbers of harmonic currents are 

varying. This may be due to the nature of non-linear loads injecting time-dependent 

harmonics or may be caused by a change in the system configuration. APFs rely on 

active power conditioning to compensate undesirable harmonic currents replacing a 

portion of the distorted current wave stemming from the non-linear load. This is 
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achieved by generating harmonic components of equal magnitude but opposite phase 

angles, which cancel the injected harmonic components of the non-linear loads. 

 

1.4.1 Working Principle of an APF 

The working principle of an APF can be explained with the help of a typical shunt 

APF as shown in Figure 1.2. A Shunt APF draws a current in such a way that the 

source current, which is a sum of load and active filter current, becomes sinusoidal i.e. 

s l fi i i= +  

where, si , li  and fi  are instantaneous source, load and filter current, respectively. In 

other words, the shunt APF acts as a controlled (using VSI) non-sinusoidal current 

source that injects or draws, non-sinusoidal current at the PCC to make the supply 

current sinusoidal. These APFs compensate harmonics continuously, regardless of the 

changing of the applied loads. 

LOAD
lisi

sv
fi

Shunt active
filter

fL

PCC

dcVdcC

 
 

 

 

The main advantage of APFs over passive filters is their fine response to changing 

loads and harmonic variations. In addition, a single APF can compensate more than 

one harmonic and improve/ mitigate power quality problems such as flicker. Active 

filters are expensive compared with their passive counterparts and are not feasible for 

small facility. The main disadvantage of APFs is that their ratings are generally, close 

to the load (approximately, upto 80%). Also, a single APF might not be able to 

provide a complete solution to the given number of power quality problems, 

Fig.  1. 2  Schematic Diagram to explain working 
principle of a shunt APF 
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sometimes involving both voltage and current quality problems. In that case, hybrid 

filters, which are having a more complicated design, are employed.  Table 1.1, shows 

a brief summary of APFs used for different compensations in order of their preference 

in power systems [8]. 

Table 1. 1  Selection of an APF for a specific application [8] 
APF configuration with higher number of # is more preferred 

 

Compensation 
desired 

APF 

Series Shunt 
Hybrid 

(Active series & 
Passive shunt) 

Hybrid 
(Active shunt & 

Active shunt) 
A.  Current 
harmonics  ## ### # 

B.  Reactive power  ### ## # 

C.  Load balancing  #   

D.  Neutral current  ## #  
E.  Voltage 
harmonics ###  ## # 

F.  Voltage 
regulation ### # ## # 

G.  Voltage 
balancing ###  ## # 

H.  Voltage flicker ## ###  # 
I.  Voltage sag & 
dip ### # ## # 

A+B  ### ## # 

A+B+C  ##  # 

A+B+C+D  #   

E+F ##   # 

E+F+H+I ##   # 

A+E   ## # 

A+B+E+F   # ## 

F+G ##  #  

B+C  #   

B+C+D  #   

A+B+G  ## #  

A+C  #   

A+D+G  # ##  
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1.4.2 Block Diagram of APFs 

The generalized block diagram of shunt connected APF is shown in Fig. 1.3. It 

consists of the following basic elements [9]. 

• Sensors and transformers are used to measure waveforms and inject 

compensation signals. Non-sinusoidal voltage and current waveforms are sensed 

via PTs, CTs, Hall effect sensor, and isolation amplifiers. Connection, 

transformers in shunt and series with the power system are used to inject the 

compensated current ( IAPF) and voltage ( VAPF), respectively. 

• Distortion Identifier is a signal-processing function that takes a measured 

distorted waveform, d(t) (e.g., line current or phase voltages) and generates a 

reference waveform, r(t), to reduce the distortion. 

• Inverter is a power converter (along with coupling inductance and transformer) 

that reproduces the reference waveform with appropriate amplitude for shunt 

(IAPF) and/or series (VAPF) active filtering. 

• Inverter Controller is usually a pulse-width modulator with local current control 

loop to ensure IAPF and/or VAPF tracks r(t).  

• Synchronizer is a signal-processing block (basically, PIL technique) to ensure 

compensation waveforms (IAPF and/or VAPF) are correctly Synchronized. 

• DC bus is an energy storage device that supplies the fluctuating instantaneous 

power demand of the inverter.  

Sync Inverter

DC Bus

Inverter 
Control

Distortion 
Identifier

Non 
Linear 
Load

IAPF

d(t) 

r(t)

Is

Id

Source

 
 

Fig. 1. 3 Control diagram of shunt-connected APF [9] 
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An essential component of the APF is the control unit, which consists of a 

microprocessor. The control theory is implemented online by the microprocessor after 

receiving input signals through A/D converter channels, PLL and synchronised 

interrupt signals. All control tasks are carried out concurrently in specially designed 

processors. 

 

1.4.3 Implementation of Active (or Hybrid) Power Filters 

The initial stage for any filtering process is the selection of the filter configuration. 

Depending upon the nature of the distortion and system structure, as well as the 

required precision, speed and accuracy of the compensation, an appropriate filter 

configuration (e.g., series, shunt, passive, active or hybrid) is selected. The important 

aspects in the realization of any APF are as under: 

• Choice of Topology of the VSI, which is determined by the type of distribution 

system where it is to be installed and the loads it intends to compensate. 

• The choice of a control algorithm for the generation of the reference quantities, 

which should be injected into the distribution network for proper compensation. 

Here, the algorithm uses the instantaneous values of source, load and capacitor 

voltages along with the load currents in order to calculate the reference quantities.  

• The current control of the voltage source inverter, i.e. the switches of the inverter 

should be operated so that the actual injected quantity should track the reference 

values generated using control algorithm. Also, the parameters of the VSI should 

be properly designed for the effective working of the selected switching strategy.  

This thesis primarily focuses on the second aspect mentioned above to compare 

various control theories for generation of reference currents. 

 

1.5 AN OVERVIEW OF DIFFERENT CONTROL THEORIES USED FOR 

REFERENCE CURRENT GENERATION FOR IMPLEMENTING APFs 

The applicability of a particular power theory to 'switching compensation control' 

depends on the goals of compensation as well as expected system conditions. As the  
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Fig. 1. 4  Reference current estimation techniques 

 

performance of any APF mainly depends on the reference current generation strategy, 

control technique and topology of the filter inverter [10], accordingly a number of 

control methods (theories) exist in the literatures. For the ease of understanding the 

same may be classified as current estimation techniques, when compensation is 

implemented in time or frequency domain. Compensation in frequency domain is 

based on Fourier analysis of a distorted signal. 

In time domain a number of control strategies such as IRP theory (p-q theory) 

initially developed by Akagi et al. [11], SRF theory (d–q) [12-13], synchronous 

detection method, notch filter and fuzzy logic controller method, sliding mode 

controller, etc. are used in the development of three-phase APFs. Out of these 

theories, more than 60% research works consider using p-q theory and d-q theory due 

to their accuracy, robustness and easy in calculation [14]. Figure 1.4 depicts the 

considered reference signal estimation techniques proposed by Motano et al, 2002 and 

Gobrio et al, 2008. 

The following sub-sections briefly explain some of the commonly used time 

domain control theories used for generating the reference signal for implementing 

APFs. The overview of these theories in terms of their characteristic differences 

established so far is presented in Table 1.2 as a ready reference. 
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1.5.1 Instantaneous Reactive Power Theory (IRP) 

In 1983, Akagi et al. has proposed the generalized theory of the instantaneous reactive 

power in three-phase circuits, also known as p-q theory [11]. It is based in 

instantaneous values in three-phase power systems with or without neutral wire, and 

is valid for steady-state or transitory operations, as well as for generic voltage and 

current waveforms. The p-q theory consists of an algebraic transformation (Clarke 

transformation) of the three-phase voltages and currents in the a-b-c coordinates to the 

α-β coordinates, followed by the calculation of the instantaneous active and reactive 

powers components. This scheme is most widely used because of its fast dynamic 

response but gives inaccurate results under distorted and asymmetrical source 

conditions. From [14] it is evident that under balanced and unbalanced sinusoidal 

voltage conditions the THD for p-q theory is 2.41% and 7.04 % respectively. The 

main characteristics of p-q theory are as under. 

• It is inherently a three-phase system theory 

• It is based in instantaneous values, allowing excellent dynamic response  

• Its calculations are relatively simple (it only includes algebraic expressions that 

can be implemented using standard processors) 

• It allows two control strategies: constant instantaneous supply power and 

sinusoidal supply current.  

 

If the supply voltage is close to ideal and all the components of reactive power 

must be compensated, then time domain p-q provides as instantaneous response from 

the reference generator. However, under a non ideal supply condition or if the 

selection of a particular components of the fundamental or harmonics is required then 

the theory is no longer instantaneous. Therefore, when the source voltages are 

unbalanced and non-sinusoidal p-q theory fails, requiring more modifications from its 

original formulation. 
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1.5.2 Synchronous Reference Frame Theory (SRF or d-q theory) 

In the SRF theory proposed by Divan [12-13], the compensation signals are calculated 

based on a synchronously rotating reference frame. It has an edge against rest of the 

theories as it performs the operation in steady-state and transient state as well as for 

generic voltage and current waveforms. The SRF method becomes quite complicated 

under asymmetrical source and load conditions. From [14] it is evident that under 

balanced and unbalanced sinusoidal voltage conditions the THD using SRF theory is 

2.27% and 5.18 % respectively. Also from [14] it is observed that d-q method always 

give better result under un-balanced and non-sinusoidal voltage conditions over the 

instantaneous active and reactive power p-q method. Since p-q method is frequency 

variant, on providing additional PLL circuit it becomes frequency independent. Thus, 

problem of synchronization with unbalanced and non-sinusoidal voltages is also 

overcome. The theory has following established features [15]. 

• Like IRP theory, this is also an inherent three phase system theory. 

• It can be applied to any three-phase system (balanced or unbalanced, with or 

without harmonics in both voltages and currents) 

• It is based on instantaneous values, which gives it a good time dynamic response. 

• Net decoupling between the fundamental and harmonic components. 

 

 

Differentiating 
Characteristics 

Control Theories  
Comments 

ISC p-q d-q 
 

Results with 
balanced and 
sinusoidal 
source condition 

 
Accurate 

 
Accurate 

(obtains sinusoidal 
and 
balanced currents, 
constant 
instantaneous power 
and unity 
power factor in the 
source side) 

 
Accurate 

 

Table 1. 2  Overview of different control theories 
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Results with 
unbalanced and/ 
or distorted 
source condition 

Inaccurate Inaccurate 
(instantaneous power 

is constant after 
compensation in the 
source side, but the 

current is not 
balanced and 

sinusoidal 
and the power factor 

is not unity) 

Accurate • Additional 
computational 
burden on p-q 
and ISC 
theory for. 

• However, 
positive 
sequence 
extraction is 
inherently a 
part of d-q 
theory (using 
PLL) 

Harmonic 
Mitigation 

Harmonic 
mitigation as per 
IEEE- 519 
standard is 
achieved only 
under ideal source 
voltage 
condition but it 
fails under 
unbalanced and 
non-sinusoidal 
source voltage 
conditions 

Harmonic mitigation 
as per IEEE- 519 
standard is achieved 
only 
under ideal source 
voltage 
condition but it fails 
under 
unbalanced and non-
sinusoidal 
source voltage 
conditions 

Harmonic 
mitigation 
excellent as per 
IEEE- 519 
standard is 
achieved only 
under ideal 
source voltage 
and unbalanced 
sinusoidal  
source voltage 
condition  

 
 
 
 
 
 
 
 
 
 
 
 

 
Valid for steady 
and/ or transient 
state 

Both Both Both  

Transient 
response 

good good Better than rest  

Design of 
controller 

Easy Easy 
 

Easiest • As in d-q 
model we deal 
with DC 
quantities, 
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n  of regular 
PID is much 
easier 

Computational 
complexity 

Simpler 
(doesn’t require 

complex 
transformation. 
Compensator 

currents can be 
calculated 
directly) 

Average 
( requires complex 
transformation. It 
deals with the 
power components 
for calculation of 
compensator 
currents) 

High  
(numbers of 
complex 
transformation 
required more 
than IRP. 
currents) 

• Uses only load 
current 
component for 
computation of 
compensation 

Overall ease of 
execution Simplest Simpler Complex • Requirement 

of PLL in d-q 
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1.5.3 Instantaneous Symmetrical Component Theory (ISC theory) 

The theory of instantaneous symmetrical components is widely used for the purpose 

of load balancing, power factor correction and harmonics suppression [16-17]. The 

control algorithm based on the instantaneous symmetrical component theory can 

practically compensate any kind of unbalance and harmonics in the load, even when 

the source voltages are unbalanced. The symmetrical component theory originally 

defined for steady state analysis of a 3-phase unbalanced system uses a transformation 

matrix based of phasor representing an unbalanced 3-phase system. It is the simplest 

scheme, which predominantly requires implementation of algebraic equations with 

least computational efforts. 

The Table 1.2 highlights that so far the control theories have been characterised 

and compared based on their applicability in meeting the compensation goals and to 

achieve desired THD % (quantified parameter) as specified in IEEE-519. Though, the 

symmetrical component theory is superior to other theories, in terms of its 

computational efficiency and simplicity, however, a very little information is 

available with the power quality engineers to comment upon the very basic nature of 

these theories, specifically their performance in terms of computational time and 

memory. 

 

1.6 MOTIVATIONS 

Knowing the growing challenges of designing a grid interactive filter to provide real 

time mitigation/ reduction of the power quality problem, the implementation of APFs 

requires meticulous designing at each stage. The advent of micro grids and their 

unpredicTable operation also impinges sudden variations in the source conditions for 

implementing an APF. As over a period, the use of digital control systems has taken 

over the analog control everywhere, the implementation of more complex digital 

signal processing algorithms has also been made possible. In order to implement such 

APFs in digital domain, henceforth as Digital Filters, aspects starting from currents 

and voltage measurements, signal galvanic isolation, choice of sampling rate, choice 

of number of bits, choice of sequential versus simultaneous sampling, synchronization 

with line voltage, signal filtration and separation etc. needs to be deliberated. 
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Therefore, in order to design an efficient digital filter the vetting of a given control 

theory assumes importance. 

This thesis is primarily devoted to analyze the basic formulation of the given 

control theories in terms of computational time and memory.  The same will not only 

assist in optimizing a given DSP algorithm designed to control APFs but also in 

reducing the overall operational time and cost of the various topologies or 

modifications of APFs designed so far. 

 

1.7 OBJECTIVES 

As brought out in preceding sections that the performance of a given DSP based 

control algorithm will improve drastically, when we have a priori knowledge of 

computational efficiency and memory requirement of the theories working behind the 

control algorithms. Therefore, this necessitates a need to establish a generic 

comparison amongst commonly existing control theories for generation of reference 

current. Based on the above requirement, following objectives are formulated: 

1. To understand the mechanism of popular transformations involved in power 

systems and to obtain their various combinations followed by their generalization. 

2. To formulate the control theories based on a given source condition. A 

comparative study to be carried out amongst various theories in terms of their 

computational speed and memory requirement. Finally, a generic analytic 

polynomial to be developed of the theories to perform various case studies on 

different microprocessors. 

3. To perform simulation studies on the control theories to understand the transient 

performance amongst each other. 

 

1.8 ORGANIZATION OF THE THESIS 

Chapter 1 begins with an introduction to power quality issues. It describes the need 

of filters in power system. Emphasis is also given on understanding the causes of 

harmonics in power system and their mitigation.  The chapter also reviews the general 
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classification of existing filters. Working principle and implementation of APF is also 

discussed in brief. Finally an overview of commonly used reference current 

generation techniques are brought out along with the motivations and objectives of the 

thesis. 

A literature survey of various control strategies employed in APFs is provided in 

Chapter 2. A detailed study of various Transformations is covered in Chapter 3. It 

discusses about the inter-conversions of commonly used transformations and their 

interpretation in different reference frames. The applications of these transformations 

in developing control theories are also discussed. Chapter 4 elucidates the 

generalization of α-β-0 and d-q-0 transformations. 

Chapter 5 gives the formulation of ISC theory, SRF theory and IRP theory under 

balanced and unbalanced source voltage conditions. It gives the implementation 

algorithm of these theories and their sequential depiction in the form of flowcharts. 

Chapter focuses on the main work of the project by analyzing the theories based on 

their performances in terms of computational efforts and memory allocations in a 

generic form. Finally a comparative analysis is presented to derive their Big-O 

polynomial to comment upon their efficiency in time and space. A case study is also 

performed by analyzing the performance of the control theories on TMS32OF28377S 

processor using CCS software. 

In Chapter 6 simulation studies on DSTATCOM are performed using different 

control theories. In addition performance analysis of control theories is discussed 

when used for reference current generation (ideal current) for shunt active filter. 

The important conclusions are summarized in Chapter 7. The suggestions for 

future work are also brought out. The mathematical derivation used in positive 

sequence extraction is given at Appendix "A". 
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CHAPTER 2 

 

LITERATURE SURVEY 
 

 

Ray P. Stratford et al (1980) discussed static power converters which have increased 

in number and applications in the past decade, and there has been an increased use of 

static power capacitors for improving power factor. These two trends have set the 

stage for possibly uncontrolled harmonic resonances in power systems. 

Mansoor et al (1994) explained net harmonic currents produced by large numbers 

of single-phase desktop computers in a facility, such as a commercial office building. 

Providing estimates of the net harmonic current injection due to distributed single-

phase computer loads in Amps/ KW, as well as in percent of the fundamental current, 

for a wide range of system loading and voltage distortion conditions. 

Al-Yousif et al (2004) discussed different types of passive harmonics filters to 

mitigate harmonics in commercial application. The passive filters considered are the 

single tuned and double tuned harmonic filters. The effects of power factor correction 

capacitor and load parameter variation on harmonic distortion were also investigated. 

The study also proves that both filters give better performance in reducing harmonics 

when they are placed close to the harmonic producing loads. 

Akagi et al (1996) and Oku et al (1995) proposed active filters for power 

conditioning which provides the following functions: 

• Reactive power compensation 

• Harmonic compensation 

• Flicker/ unbalance compensation and 

• Voltage regulation. 
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Fujita et al (1991), (1996) and Peng et al (1990), (1993) presented the study of a 

parallel operation of a current controlled active filter and passive filters. The effects of 

the impedance characteristics have been discussed in terms of the effectiveness of 

filters. The idea of sharing the compensation tasks of reactive power and harmonics 

between the two types of filters were discussed. 

In order to implement an APF, selection of control strategy plays a crucial role. 

Control of an APF includes overall system control, extraction of reference signals, 

controlling dc-link capacitor voltage or inductor current and gating signal generation. 

Therefore, it is realised in three stages: 

• Sensing of required voltage and current signals with the help of current CTs, PTs, 

hall-effect sensors or isolation amplifier [18].  

• Deriving compensating signals in terms of voltage and current level and 

regulating dc-link.  

• Generation of gating signal for solid-state devices of the APF.  

 

Very accurate and fast sensing of signals, fast processing of reference signals and 

high dynamic response of controller are the key requirement of a good compensating 

device [19]. Keeping this in mind, researchers have proposed and implemented large 

number of control techniques for reference signal generation, dc-link voltage balance 

and switching pattern. These methods are discussed under succeeding sections. 

 

2.1 REFERENCE SIGNAL EXTRACTION SCHEMES 

Grady et al(1990) proved that Active Power Line Conditioning (APLC) is a relatively 

new concept that can potentially correct network distortion caused by power 

electronic loads by injecting equal but opposite distortion at carefully selected points 

in a network. Existing and proposed line conditioning methodologies are compared 

and a list of the advantages and limitations of each methodology is presented. Two 

fundamental approaches were employed for improving power quality with: 

• Correction in the time domain and 

• Correction in the frequency domain. 
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Time domain and frequency domain correction techniques have both been 

successfully implemented, but a specific trend towards either technique has not been 

identified in the references. Both techniques have been used with voltage-type and 

current-type converters. The greatest advantage of time-domain correction is its fast 

response to changes in the power system. Also, it is easy to implement and has little 

computational burden. Since, time-correction techniques take measurements at only 

one point in the power system, they are generally limited to single-node applications 

and are not well suited for overall network correction. 

Reference signal generation affects the rating, steady-state performance and 

transient response of APF [20]. Control strategy for generating compensating 

command can be extracted either by frequency based techniques or time domain 

techniques discussed in following sub sections. 

 

2.1.1 Frequency-domain Compensation Schemes 

Frequency domain compensation is based on the principle of Fourier analysis, wavelet 

analysis and infinite impulse response and the periodicity of distorted signal to be 

compensated. Among frequency domain schemes, conventional Fourier based method 

and modified Fourier method have gained popularity. Apart from this two methods, 

another approach which takes the advantage of decomposing three-phase signals into 

synchronously rotating direct and quadrature components has also been reported [21]. 

1. Conventional Fourier based techniques: In conventional Fourier based techniques 

conventional FT or FFT is applied to capture voltage or current signals. 

Compensating signal in time domain is obtained by subtracting the fundamental 

component from the FT and then applying IFT to the resultant, which is the 

compensating harmonic signal. Sampling time delay is a major demerit associated 

with this method [7]-[23]. 

2. Modified Fourier Transform technique: Modified Fourier transform was 

introduced to overcome the issue of sampling time delay in conventional method. 

It is based on calculating only fundamental component of current which is used to 

separate total harmonic signal from sampled load current waveform [24]. For 
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practical implementation it requires modifying the main Fourier series equation to 

generate recurring formula with a sliding window. The components of sine and 

cosine coefficient computed at each sub-cycle are stored in two different circular 

arrays. Coefficient values are continuously updated. It is applicable to both single 

and three-phase. Computation is fast. 

 

2.1.2 Time-domain Compensation Schemes 

Time-domain approaches are mainly based on instantaneous derivation of reference 

signals in terms of voltage or current signals from distorted/ harmonic polluted 

signals. There are a large number of time domain approaches. Some of them are 

briefly discussed here. 

1. Instantaneous reactive power (p-q) theory: This theory relies on Clarke’s 

Transformation (transformation of abc to αβ0 in stationary reference frame). Real 

and reactive power of load consisting of dc-component and oscillating component 

are calculated from the transformed quantities. These components are separated 

by passing through filter and the compensating components are selected for 

reference current generation. This method is only applicable to three-phase 

system. It gives good performance for balanced sinusoidal supply condition. For 

contaminated supply, performance is poor [25]. The original ‘p-q’ theory was 

proposed by Akagi et al [11] and then revised by Marshal et a1 [26]. Thereafter it 

was further modified/extended by Nabae et al [27] to make it applicable to 

eliminate neutral current of 3-phase, 4-wire systems where source voltages are 

unbalanced and loads are non-linear and unbalanced. These modified forms are 

known as ‘modified p-q theory’ [28] ‘extended pq theory [29] and ‘p-q-r theory’ 

[30]. 

2. Synchronous reference frame (d-q) theory: SRFT [31] or d-q theory relies on 

Park’s Transformation where three-phase signals are transformed to 

synchronously rotating reference frame. The active and reactive components of 

the signal are represented by the direct and quadrature component respectively. 

The fundamental quantities become dc quantities. The system is very sTable since 

the controller deals mainly with dc-quantities. To generate the transformation 
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angle ‘θ’ required for determining the synchronous reference frame a PLL is used. 

This method is ideally designed for three-phase system but recently it has been 

implemented in single-phase systems [70-71]. A modified version of SRFT which 

calculate the transformation angle directly from voltage waveform without using 

PLL is proposed in [32]. This method is named Modified-SRFT or id-iq method. 

It has the advantage of eliminating the PLL and phase error [48-50] and therefore 

has gained more popularity than the conventional SRFT. 

3. Instantaneous power balance theory: Instantaneous power balance method [33] is 

based on principle that power supplied from mains equals power demanded by 

load at steady state. So, mains current magnitude is determined from power 

balance of mains, APF and the load. The compensating signal is calculated by 

processing the error signal generated at time of unbalance. The component of peak 

of supply currents is computed using the difference of average dc-bus voltage and 

the reference value. The main component of peak of supply currents to feed load 

currents is computed using sensed load currents and supply voltages. These two 

components add up to give the total peak value of supply current. Three-phase 

instantaneous reference supply currents are obtained by multiplying this peak 

magnitude with unit current templates derived in phase with supply voltages. This 

technique is simple and easy to implement. It gives fast dynamic response if 

proportional and integral constants are tuned properly [31]. 

4.  Synchronous detection method (SDM): In the synchronous detection method [34-

35], the active current in the power line tracks the same wave-shape and maintains 

in phase with the voltage waveform. The average power is obtained by monitoring 

the line currents and voltage. Average power is distributed proportionately among 

the three phases according to their instantaneous phase voltage. Instantaneous 

current for the three phases are calculated using these powers. Compensating 

current is obtained on subtracting this current from measured current. These 

signals are then synchronized relative to the mains voltage. Major drawback of 

this method is that it is highly dependent on voltage signal harmonics. 

5. Direct detection method: Direct methods are those techniques that avoid 

transformation to α-β co-ordinates or d-q frame of reference for the generation of 

reference signal. Instead, in these methods the reference is calculated by using the 
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a-b-c phase voltage and line current directly. References [36-37] uses direct 

method of reference generation. 

6. Notch filter method: In notch filter based method the fundamental component of 

distorted current or voltage signals are removed by passing through a notch filter. 

The resultant signal is used as compensating command for reference signal [19]. 

7. Flux based control: The flux-based controller enables direct implementation of a 

current regulator without explicit generation of reference voltage [38]. In this 

approach, harmonic components of load current are extracted using synchronous 

d-q transformation technique and the inductor reference flux ( *φ ) is derived from 

the value of this current component. The AF terminal flux ( Fφ ) is estimated by 

integrating measured AF terminal voltage and integrating it through a special 

integrator. This flux is also used as feed forward quantity in generation of inductor 

reference flux. The inverter flux ( invφ ) is calculated by pure integration of 

measured inverter three-phase output voltage. The actual inductor flux (φ ) is 

given by the difference of inverter flux ( invφ ) and AF terminal flux ( Fφ ).The 

inverter switching logics is obtained by using the value of the deviation between 

the actual inductor flux (φ ) and the reference inductor flux ( *φ ) in the 

synchronously rotating frame. This technique is associated with time delay due to 

presence of separate current and voltage loop. 

8. Fictitious power detection method: This techniques is founded upon the basis that 

the apparent power (S) comprises only two real orthogonal subdivided 

components termed as active power (P) and fictitious power (F) of which fictitious 

power as can be sub-divided into orthogonal components reactive power (Q) and 

deactive power (D), where in active power hold the usual meaning. Reactive 

power (Q) represents the reciprocating component that contributes no net transfer 

between source and load. Deactive components accounts for non-similarity and 

un-correlation between voltage and current waveforms [39]. Here the 

compensation system forms an integral part of the load connected to network. The 

reactive power is compensated by means of cost effective low dynamic response 

compensation system like capacitor bank, TCR, synchronous condenser etc. The 

deactive power portion is compensated by high dynamic response APFs which are 



 23 

either PWM based VSI or CSI. The instantaneous representation of the deactive 

current is derived directly from the cross correlation between the measured system 

voltage and load current. The system controller generates a reference current 

signal, which minimizes the undesired components of the power (fictitious 

power). This method finds application in single-phase systems. It has a drawback 

of large computation requirements that need microcontroller or DSP for 

implementation. 

9. Adaptive detection method: This is a method based on adaptive interference 

canceling theory. In this technique the total harmonics components and reactive 

components present in current is extracted by taking undistorted voltage signal as 

the reference and distorted current signal as the primary input. It has the ability to 

continuously self-study and self-adjusts from start to end in order to maintain 

suiTable operating state [40-41]. This system is highly robust. This method shows 

advantage in situations where measurement error is plausibility. But it has a 

drawback of implementation complexity. 

10. Other techniques: There are various other control techniques, apart from those 

mentioned in earlier sections, in the field of APF technology. Some of the 

techniques not covered earlier are unity power factor method [42] employed to 

achieve UPF condition. This method is suiTable for combined system of current 

harmonic and VAR compensation. Another method proposed in [43] multiplies 

load current and sine wave fundamental frequency. The resultant is integrated. 

The real fundamental component of load is calculated from this value so obtained. 

APF command current is obtained by subtracting the instantaneous load current 

from the fundamental. This technique is known as Sine-multiplication technique. 

Another approach is the Delta Modulation Method [44-45] which is a variation of 

traditional hysteresis current regulator. Use of soft computing based techniques 

like Neuro Controller and Fuzzy Logic Controller are also reported [46]. 

 

2.2 DC- LINK VOLTAGE REGULATION SCHEMES 

The dc-link voltage regulation refers to regulating the voltage across the dc-link 

capacitor of the VSI, which is being used as compensator. The dc-link capacitor plays 
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two important roles in APF control, first it maintains a dc voltage with small ripple in 

steady state and second it serves as energy balancing medium that supplies or absorbs 

real power at times of transient period. So the load current variation is reflected upon 

dc-link voltage in terms of a rise or a fall. For balanced loading this voltage should 

remain constant. Therefore, a preset reference value is fixed and the rise or fall is 

regulated in such a way that it tracks the reference. The rise or fall in value of dc-link 

voltage occurring due to transients or load change can be translated in terms of 

requirement for change i.e. requirement for increasing or decreasing the amplitude of 

supply current. Hence, the peak value of reference current of the system under 

compensation is related to value of dc-link voltage. The regulator that regulates this 

voltage to a fixed value, in doing so, also gives the command for calculation of peak 

value of reference current. PI regulator and soft computing technique based controller 

like Fuzzy Logic Controller are used vastly for this purpose. In regulation scheme 

involving PI controller [47-50], the actual capacitor voltage is compared with 

reference value of link voltage. The error signal is then processed through a PI 

controller, which contributes to zero steady error in tracking the reference current 

signal. The output of the PI controller is considered as peak value of the supply 

current. This peak current has two components fundamental active power component 

of load current and the component that accounts for losses in the APF to maintain the 

average capacitor voltage to a constant value. Regulation scheme employing fuzzy 

controller [47-51] also uses the error signal between actual capacitor voltage and 

reference voltage to compute the peak of reference signal. In a fuzzy controller, 

linguistic control strategies are converted to automatic control strategy. The fuzzy 

rules are constructed by expert knowledge. Input error and change in input error are 

fed as numerical input to the controller. They are then converted to linguistic variable 

by using predefined number of fuzzy sets or levels (a set of seven levels is commonly 

used). Fuzzy logic is characterized by: 

•  Some fuzzy sets for each input and output variables  

•  A particular membership function  

•  Implication using Mamdani-type min-operator, and  

•  De-fuzzification. 
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2.3 SWITCHING CONTROL SCHEMES  

Generation of the gating signals for the solid state devices of the APF based on the 

derived compensating command is the final step of APF control. Gating signal can be 

generated either in open loop or closed loop. Popular scheme of open loop type are 

PWM and SPWM [52]. For closed loop schemes hysteresis control is the most widely 

used scheme for lower order system. For second and higher order systems sliding 

mode [53], linear quadratic regulator (LQR) [54], pole shift control[73], dead bead 

control [26], Kalman Filter [55] are used. Further, advancement in microprocessors, 

microcontrollers and DSP has rendered possible the implementation of complex 

algorithms like fuzzy logic, neural network and genetic algorithm also for improving 

the dynamic and steady state performance [18]. Here three most extensively used 

methods are discussed: 

1. Carrier based PWM technique: Use of carrier base PWM switching technique has 

been reported in many papers including [56-62]. In this method the reference 

signal (iref) is compared with the actual filter current (if). The difference is 

recorded as an error (e), i.e. (e = iref – if) this error is then amplified and compared 

with triangular carrier wave. When e> triangular carrier wave signal the upper 

switch of a particular phase leg (Sa or Sb or Sc) of the VSI is turned OFF and 

lower switch (Sa’ or Sb’ or Sc’) is turned ON. So current in that phase decays. 

When e < carrier signal lower switch is turned OFF and Upper Switch is turned 

ON so current increases. Carrier based PWM technique has been extensively used 

for gating signal generation owing to its fast response, simplicity and ease in 

implementation. 

2. Hysteresis band current control technique: Hysteresis band current control 

(HBCC), is the most widely used [48-50], [63-64] switching technique in APF 

technology. In this method the actual current is forced to follow the reference 

current by trapping the actual current within a certain preset limit or tolerance 

band, around the reference current, referred to as the Hysteresis Band (HB). When 

the actual current crosses or hits the upper limit of the band, the upper switch of a 

particular phase leg (Sa or Sb or Sc) of the VSI is turned OFF and lower switch 

(Sa’ or Sb’ or Sc’) is turned ON. Soc current in that phase decays until it reaches 

the lower limit of the HB. As it strikes lower limit of HB, lower switch is turned 

OFF and Upper Switch is turned ON. Further detail and generation of switching 
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logics are described in [64]. The major drawback of this method is that the 

switching frequency is not constant and its working is rough and it produces large 

current ripple in steady state. 

3. Adaptive hysteresis band current-control technique: Adaptive Hysteresis Band 

Current Control Technique (Adaptive-HBCC) is an enhanced version of HBCC. 

Switching logic generation principle remains the same as in HBCC. The 

improvement here is that the band-width of the hysteresis band is made variable 

by modulating it as a function of dc-link voltage and slope of reference current so 

that switching frequency can be held nearly constant. Formulation of the adaptive-

HBCC is explained in [65-69]. 

 

Simone Buso et al (1998) discussed the difference in the dynamic performance of 

the three most popular current control techniques (hysteresis control, deadbeat control 

and linear rotating frame control) for active filter applications. The results of the 

comparison show a certain superiority of the hysteresis control. Indeed, the 

performance of this control strategy is almost unaffected by the variation in the firing 

angle and, on the basis of the performance indices considered in the paper, i.e., 

harmonic content, THD and r.m.s. of the current error, turns out to be better than the 

other techniques. The deadbeat controller, which has the advantage of being suiTable 

for a fully digital implementation is limited in its performance by the inherent 

calculation delay. The linear control’s bandwidth limitation turns out to be not so 

satisfactory in providing quality of compensation, especially in correspondence of 

high di/dt in the current reference. 

Bhim Singh et al (1999) proposed active filtering of electric power for harmonic 

and reactive power compensation in two wire (single phase), three-wire (three phase 

without neutral) and four wire (three phase with neutral) ac power networks with 

nonlinear loads. They presented a comprehensive review of Active Filter (AF) 

configurations, control strategies, selection of components, other related economic 

and technical considerations and their selection for specific applications.  It is aimed 

at providing a broad perspective on the status of APF technology to researchers and 

application engineers dealing with power quality issues. 
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Bor-Ren Lin (2002) discussed a hybrid active filter topology and its control to 

suppress harmonic currents from entering the power source. The adopted hybrid 

active filter consists of one active filter and one passive filter connected in series. By 

controlling the equivalent output voltage of the active filter, the harmonic currents 

generated by the nonlinear load are blocked and flowed into the passive filter. The 

power rating of the converter is reduced compared with the pure active filters to filter 

the harmonic currents. The harmonic current detecting approach and dc link voltage 

regulation were proposed to obtain equivalent voltages of the active filter. 

Peng (1998) discussed three phase active power filter, where calculation of 

reference values of filter current is based on instantaneous real and imaginary power. 

Both real and imaginary powers have dc and ac components, namely instantaneous 

value of the conventional fundamental active current, harmonic currents caused by the 

ac components of the instantaneous real power, the conventional fundamental reactive 

current and the harmonic currents caused by the ac components of the instantaneous 

imaginary power. Thus, by developing a simple algorithm instantaneous reference 

values of the filter current based on instantaneous real and imaginary power are 

calculated. 

Mahesh K. Mishra et al (2001) derived a general instantaneous vector expression 

for filter currents in terms of active and reactive powers. This new compensation 

algorithm using the generalized IRP theory demonstrated the goals of compensation 

successfully both for balanced and unbalanced distribution system. This new 

algorithm was a revolutionary step in unifying both the instantaneous symmetrical 

component theory and generalized IRP theory to achieve shunt compensation for a 

balanced and unbalanced distribution system. 

Dai (2004) showed that the APF has been an effective method to mitigate 

harmonic currents generated by nonlinear loads as well as to compensate reactive 

power. In this paper, a-b-c reference frame based strategy was proposed for 

simplifying the design of the control circuit of the APF. If the active power filter is 

solely used for reactive power compensation, there is no need for energy storage 

element in the filter. However, a sizable capacitor is required for harmonic current 

cancellation and switching losses in the filter. 
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Ziari et al (2007) and Peng et al (1992) presented a new control strategy based on 

two popular strategies: Synchronous d-q reference frame method, and Synchronous 

current detection method which have their own advantages and disadvantages. The 

proposed control strategy is based on both two aforementioned strategies in order to 

obtain a good accuracy as well as settling the current response to steady state value 

very quickly. 

Mahesh K. Mishra et al (2007) researched a novel control algorithm to 

compensate the unbalanced and non-linear loads under unbalanced and distorted 

supply voltages. The approach used the positive sequence extraction of the supply 

voltage along with instantaneous symmetrical component theory to provide 

compensation to the load. 
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CHAPTER 3 

 

A DETAILED STUDY ON VARIOUS TRANSFORMATIONS 

AND THEIR APPLICATION IN CONTROL THEORIES 
 

 

3.1 INTRODUCTION 

There are many transformations applied on voltages and currents in power 

engineering for various applications, some of them are studied in detail in this 

chapter. The transformations discussed in this chapter include natural reference frame 

(abc reference frame) to αβ0, dq0and symmetrical components. Transformations to 

αβ0 and dq0 were derived primarily for analyzing the dynamic models of electrical 

machines. dq0 transformation was specifically derived to develop different dynamic 

machine models so that the parameters of the developed models are independent of 

the position of rotor. Hence the dq0 reference frame was derived in such a way that it 

rotates at the same speed as that of the rotor and the dq0 frame seems stationary to the 

rotor, hence dq0 reference frame is also known as synchronous reference frame. 

Symmetrical component transformations are used to represent a set of unbalanced 

voltages as balanced quantities and it was applied to analyze the abnormal conditions 

(faults) in power system, the analysis of abnormal conditions using symmetrical 

components is much simpler than analysis using natural quantities. Now these 

transformations are extended on to many other applications in power engineering 

other than the specific applications for which they were developed [17], [74-75]. This 

study concentrates on observing how exactly the quantities appear after the 

transformation and what is the variation happening when different voltage profiles are 

transformed. The different voltage profiles used in this study includes balanced 

voltages, unbalanced voltages, balanced voltages with harmonics and unbalanced 

voltages with harmonics. A simulation study is done in MATLAB to observe the 

transformed quantities while transforming these abc voltage profiles. 
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3.2 TRANSFORMATION OF VOLTAGES IN abc REFERENCE FRAME TO 

αβ0 REFERENCE FRAME 

Transformation of abc voltages to αβ0 frame is known as Clarke’s transformation 

[76]. Let us consider an arbitrary set of 3 φ−  voltages , ,a b cv v v  along the abc axes and 

define α  and β  axes in quadrature with each other as shown in Fig. 3.1. 

 
Fig. 3. 1  abc to αβ0  reference frame 

Resolving the abc voltages along α and β axes we get, 

cos120 cos120a b cv v v vα
° °= + +  

1 1
2 2a b cv v v vα = − −  

cos150 cos30b cv v vβ
° °= +  

3 3
2 2b cv v vβ = − +  

Now we can represent the transformation in matrix form as follows, 

1 11
2 2
3 30

2 2

a

b

c

v
v

v
v

v

α

β

 
    − −       =      −         

      (3.1) 
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Let, 

1 11
2 2
3 30

2 2

C

 − − 
 =
 −  

 

While, using this transformation in power system to obtain power invariance property 

i.e., 

a a b b c cv i v i v i v i v iα α β β+ + = +   

where, v and i are voltage and current, respectively. We should multiply the 

transformation matrix C with a constant of 2
3

. On observing (3.1) we understand 

that a transformation from αβ0 to abc frame is cumbersome as matrix C is non 

invertible. Therefore we define zero sequence quantity in addition to α and β voltages 

which makes C a square matrix and let us assume all the elements of the third row is 

equal to K. So now we will define the new transformation matrix A, 

1 11
2 2

2 3 30
3 2 2

K K K

 − − 
 
 − 
 
 
  

       (3.2) 

We have to choose the value of K in such a way that we get some advantage out of 

it. If we select the value of K as 1
2

 we can get A-1 = AT, which makes computations 

of inverse transform much easier. So, finally the transformation matrix A turns out as 

follows, 

1 11
2 2

2 3 30
3 2 2

1 1 1
2 2 2

 − − 
 
 − 
 
 
  

       (3.3) 

Therefore, abc to αβ0 transformation and the inverse transformation can be 

concluded as shown in (3.4) and (3.5) respectively. 
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0

1 11
2 2

2 3 30
3 2 2

1 1 1
2 2 2

a

b

c

v v

v v

vv

α

β

    − −            = −                  

      (3.4) 

0

11 0
2

2 1 3 1
3 2 2 2

1 3 1
2 2 2

a

b

c

v v

v v

v v

α

β

                    = − −               −     

      (3.5) 

 

3.3 TRANSFORMATION OF VOLTAGES IN αβ0 TO dq0 REFERENCE 

FRAME 

The dq0 frame was first derived by R. H. Park for synchronous machine modeling 

known as Park’s transformation [77]. To transform αβ0 quantities to dq0 Frame we 

need to define the dq0 frame at an angle θ with respect to the αβ0 frame as shown in 

the Fig. 3.2. The dq0 frame is a rotating reference frame which rotates at the 

frequency of the balanced 3-ϕ quantities in natural reference frame. 

 

 
 Fig. 3. 2  αβ0 to dq0 reference frame 

Now resolving the α β− voltages along the d-q axes we get, 

cos cos(90 ) cos sino
dv v v v vα β α βθ θ θ θ= + − = +  



 33 

cos(90 ) cos sin coso
qv v v v vα β α βθ θ θ θ= + + = − +  

Now we can represent the transformation in matrix form as follows, 

00

cos sin 0
sin cos 0
0 0 1

d

q

v v

v v

vv

α

β

θ θ
θ θ

   
   

    
    = −    
     

   
  

      (3.6) 

So the whole transformation from natural reference frame to dq0 reference frame 

can be obtained as shown in (3.7) by combining (3.4) and (3.6). 

0

1 11
2 2cos sin 0

2 3 3sin cos 0 0
3 2 2

0 0 1 1 1 1
2 2 2

d a

q b

c

v v

v v

vv

θ θ
θ θ

    − −              = − −                      

   (3.7) 

The transformation can be deducted as shown below using trigonometric 

simplification 

0

cos cos( 120 ) cos( 120 )
2 sin sin( 120 ) sin( 120 )
3

1 1 1
2 2 2

d a
o o

o o
q b

c

v v

v v

vv

θ θ θ
θ θ θ

        + −       = − − + − −                 

   (3.8) 

Thus, the transformation from natural reference frame to dq0 reference in the chosen 

reference frame can be concluded as shown in (3.8). 

 

3.4 INTERPRETATION OF VOLTAGES IN  αβ0 REFERENCE FRAME 

We will perform an analysis on the αβ0 frame when the abc reference frame 

quantities to be transformed are a set of balanced voltages. This analysis will help us 

to have an idea as of how the abc quantities will get transformed in the αβ0 frame and 

its trace. 
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Consider a set of balanced 3-ϕ sinusoidal voltages as, 

2 sinav V tω=  

2 sin( 120 )o
bv V tω= −  

2 sin( 120 )o
cv V tω= +  

Where, V is the rms value of phase voltage. The αβ0 reference frame consists of two 

axes with one in quadrature with the other, so αβ0 frame will have one component 

along α- axis (vα) and one component along β-axis (vβ). We will define a quantity 

‘ vαβ
→

’ where,  

v v jvαβ α β

→

= +  

vαβ
→

can be looked upon as a position vector in the αβ0frame. With the help of (3.4), 

vα and vβ can be obtained as follows, 

       
2 1 1
3 2 2a b cv v v vα
 = − −  

      

                             
2 3
3 2 av =   

 

                            
2 3 2 sin
3 2

V tω =   
 

                            3 sinV tω=       (3.9) 

2 3 3
3 2 2b cv v vβ

 
= − + 

 
     

                       
1
2 bcv= −  

                            
1 3 2
2 av π = − ∠−   

                            
1 3 2 sin( 2)
2

V tω π = − −   

                            3 sin( 2)V tω π= −  
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                             3 cosV tω=       (3.10) 

 

3 sin 3 cosv jv V t j V tα β ω ω+ = +  

                ( 2 )3 j tVe π ω−=  

( 2 )3 j tv v jv Ve π ω
αβ α β

→
−= + =       (3.11) 

vαβ
→

is a vector in αβ0 frame, hence vαβ
→

 gives us an acumen about the appearance of 3-

ϕ voltages in αβ0 frame. From the expression of vαβ
→

in (3.11), we understand that 

 
Fig. 3. 3  Appearance of abc quantities in αβ0 reference frame 

 

• 3-ϕ balanced quantities in abc reference frame gets transferred into a vector with a 

magnitude of ‘ 3V ’ and rotates with a frequency   ‘ω ’ in αβ0 reference frame. 

• The sense of rotation of vαβ
→

is clockwise, as ‘ tω ’ has a positive sense of rotation 

in clockwise direction. This can geometrically be interpreted as shown in Fig. 3.3. 

 

 

3.5 INTERPRETATION OF VOLTAGES IN dq0 REFERENCE FRAME 

Now we will develop a relation between dq0 frame and αβ0 frame in such a way that 

we obtain a value for ‘θ’, which gives constant value for d and q voltages when 
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balanced voltages in natural reference frame are transformed. From Fig. 3.2, vd and vq 

can be written as follows, 

cos sindv v vα βθ θ= +  

    sin cosqv v vα βθ θ= − +  

Therefore, 

cos sin ( sin cos )d qv jv v v j v vα β α βθ θ θ θ+ = + + − +  

                ( ) co s( )sinv jv j v jvα β α βθ θ= + − +  

                ( ) jv jv e θ
α β

−= +        (3.12) 

Now substituting for ‘ v jvα β+ ’ from (3.11) in (3.12), we get 

( 2 )3 j t j
d qv jv Ve eπ ω θ− −+ =  

               ( 2 )3 j tVe π ω θ− −=        (3.13) 

We will get constant values for vd and vq if we get rid of the exponential term in (3.10) 

Therefore,  

0
2

tπ ω θ− − = , or 

2
tπθ ω= −          (3.14) 

Substituting the value ‘θ’ in (3.10) gives 

3dv V=          (3.15) 

0qv =          (3.16) 

The quantity along 0-axis is also zero when balanced abc quantities are transformed. 

0
1  (   ) 0
3 a b cv v v v= + + =        (3.17) 

Therefore ‘θ’ should be defined as ( 2 tπ ω− ) to obtain constant DC values along 

d and q axes when balanced abc quantities are transformed to dq0 frame, if the 

reference is selected as shown in Fig. 3.2. Substituting 2 tπθ ω= − in (3.8) we obtain 

the final abc to dq0 transformation as follows, 
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0

sin sin( 120 ) sin( 120 )
2 cos cos( 120 ) cos( 120 )
3

1 1 1
2 2 2

d a
o o

o o
q b

c

v v
t t t

v t t t v

vv

ω ω ω
ω ω ω

        − +       = − − − − +                 

   (3.18) 

 

3.6 ANALYSIS OF dq0 TRANSFORMATION WITH A DIFFERENT 

REFERENCE FRAME 

It has been seen that different reference frames have been used in various studies, so 

we will look at a different reference frame and perform the analysis. Consider the 

reference frame shown in the Fig. 3.4. On performing similar analysis shown in 

section 4, we get 

 
Fig. 3. 4  abc to 0αβ  reference frame 

 

( 2)3 j tv v jv Ve ω π
αβ α β

→
−= + =  

On observing vαβ
→ we understand that this is a vector rotating in anticlockwise, 

direction, and now the positive sense of rotation of ‘wt’ is clockwise. So there is shift 

in the rotation of vαβ
→ and positive sense of rotation of ‘ tω ’in the two reference 

frames considered in Fig. 3.2 and Fig. 3.4. Now on performing similar analysis shown 

in section 5 we get, 

( ) j
d qv jv v jv e θ

α β+ = +  

                 ( 2)3 j t jVe eω π θ−=  

                ( 2 )3 j tVe π ω θ− − −=  
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Now in this reference frame also we find that on selecting 2 tπθ ω= −  we obtain 

constant DC values along d and q axes when balanced abc quantities are transformed 

to d-q frame i.e., 

3dv V= , 0qv =  

 This makes it clear that we can define the reference frame by changing the 

alignment of α-β and d-q axis in many ways. But we should make sure that we define 

the value of ‘θ’ in such a way that we obtain constant DC quantities along d and q 

axes. In the both the reference frames considered in this study it happened that 

2 tπθ ω= −  gives us constant DC quantities along d and q axes but it not necessary 

that θ is always equal to ( )2 tπ ω−  

 

3.7 TRANSFORMATION TO SYMMETRICAL COMPONENTS 

The electrical power system operates as balanced 3-ϕ system but during abnormal 

condition (faults), this balance is broken and the result is an unbalanced system. 

Symmetrical components can transform the unbalanced quantities to symmetrical set 

of balanced phasors known as positive, negative and zero sequence components [78]. 

Symmetrical components reduce the complexity in solving for the electrical quantities 

during disturbances. 

 
 

 

The positive sequence components can be notated as va1, vb1, vc1, the negative 

sequence components are va2, vb2, vc2. By the definition of symmetrical components 

Fig. 3. 5  Balanced and unbalanced voltages 
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vb1 always lags va1 by 120o and vb2 leads va2 by 120o. Since the direction of rotation of 

va1, vb1, vc1, is same as that of the actual abc quantities they are known as positive 

sequence components and the direction of rotation of va2, vb2, vc2 is opposite to that of 

abc hence they are known as negative sequence components. The rotation sequence is 

shown in the Fig. 3.6. For analysis we will use the voltages v1, v2 and v0 as positive, 

negative and zero sequence respectively, these are components not specific to any 

phase but represents all the phases. The transformation is defined as shown in (3.19). 

Positive sequence Negative sequence Zero sequence 

 
Fig.   3. 6  Symmetrical components 

 

operator ‘a’ = 1 31 120
2 2

o j∠ = − +  

0

2
1

2

2

1 1 1
1 1
3 1

a

b

c

v v

v a a v
a a

v v

   
           =          
      

      (3.19) 

From the transformation, 

0
1  (   )
3 a b cv v v v= + +        (3.20) 

and 

2
1

1 ( )
3 a b cv v av a v= + +  

1
1 1 3 1 3( ) ( )

2 2 2 23 a b cv v j v j v
 

= + − + + − −  
 
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1
1 1 1 1 3 3

2 2 2 23 3a b c b cv v v v j v v
  = − − + −       

 

From the definition of α-β transformation explained in (3.1) 

1
1
2

v v jvα β = −   

1
3 3sin cos
2 2

v V t j V tω ω= −       (3.21) 

on performing similar analysis on v2  we get, 

2
3 3sin cos
2 2

v V t j V tω ω= +       (3.22) 

Voltages in abc reference frame when subjected to symmetrical component 

transformation gets transformed into complex time varying quantities as shown in 

(2.21) and (2.22). We can plot the imaginary part Vs the real part of the symmetrical 

components, in this case 3 sin
2
V tω along x-axis and 3 cos

2
V tω along y-axis 

2 2

2 2 23 3 3sin cos ( )
2 2 2

x y V t V t Vω ω
   

+ = + =      
   

  (3.22) 

 

From (2.23) we can understand that the plot will be a circle with center at origin and 

radius 3
2
V . 

 

3.8 SIMULATION STUDIES 

Simulations of these transformations are done in MATLAB. Simulations are done 

using various voltage profiles and the corresponding transformed voltages are 

observed. The various voltage profiles considered in this study includes balanced, 

unbalanced, balanced with harmonics, unbalanced with harmonics. The 

transformation used in (3.4) is used for abc to αβ0 transformation and the 

transformation shown in (3.18) is made used for abc to dq0 transformation. 
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3.8.1 Transformed Voltages, when Transformations are Applied to Balanced 

abc Voltages 

In this section the transformed voltages are observed when a set of balanced voltages 

in abc reference frame are transformed. The balanced voltages selected are as shown 

below 

100sinav tω=  

100sin( 120 )o
bv tω= −  

100sin( 120 )o
cv tω= +  

 

 
Fig. 3. 7  (a) Balanced voltages (b) αβ0 voltages (c) dq0 voltages (d) Loci 
of symmetrical components 

 

and Fig. 3.7(a) shows its plot, frequency is chosen as 50Hz. Fig. 3.7(b), 3.7(c)and 

3.7(d) shows the αβ0 quantities, dqo quantities and loci of symmetrical components 

respectively, for selected voltages 122.47sinv tα ω= and 122.47cosv tβ ω=  as per (3.11) 

and 122.47dv V= , 0 0qv v V= =  as per (3.12). 
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It can be observed that the calculated values of the transformed quantities are 

matching with values obtained by performing the simulation. The loci of the 

symmetrical components turn out to be a circle when a set of balanced voltages are 

used for transformation. The loci of symmetrical components v1 and v2 has overlapped 

in this case but the direction is opposite to each other i.e, v1 traces in the clockwise 

direction and v2 traces in anti- clockwise direction. 

 

3.8.2 Transformed Voltages, when Transformation is Applied to Unbalanced 

abc quantities 

In this section the transformed quantities are observed when a set of unbalanced 

voltages in abc reference frame are transformed. The unbalanced voltages selected are 

as shown below and Fig. 3.8(a) shows its plot. (The phase shifts are shown in radians, 

frequency is selected as 50Hz). 

80sinav tω=  

100sin( 0.5)bv tω= −  

50sin( 120 )o
cv tω= +  

 

 Fig. 3.8(b), 3.8(c) and 3.8(d) shows the αβ0 quantities, dq0 quantities and loci of 

symmetrical components, respectively. It can be observed that the α-β voltages now 

has different magnitudes and d, q voltages oscillates at double the frequency of the 

abc quantities, with a non zero average. Average value of vd = 41.05 V, Average 

value of  vq= -22.67 V. The 0-quantity oscillates with the same frequency as that of 

abc quantities with a zero average. The loci of symmetrical components form two 

ellipses but do not overlap which reflects the unbalance. 
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Fig. 3. 8  (a) Balanced voltages (b) αβ0 voltages (c) dq0 voltages (d) 
Loci of symmetrical components 

 

3.8.3 Transformed Quantities, when Transformation is Applied to Balanced 

abc voltages with Harmonics 

This section observes the different transformed quantities when transformations are 

applied to a set of balanced voltages with harmonics. The voltage profile in Fig. 3.9(a) 

is being transformed and the Fig. 3.9(b), 3.9(c) and 3.9(d) shows the 0αβ  quantities, 

dq0 quantities and loci of symmetrical components respectively. It is observed that 

the dq0 voltages have now become oscillatory but when the system is balanced the q-

voltage has a zero average. Harmonics are introduced into α β−  voltages. Loci of 

symmetrical components are no more a circle but the loci of positive and negative 

sequence overlaps each other even though they trace in opposite directions. 
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Fig. 3. 9  (a) Balanced voltage with harmonics (b) 0αβ  voltages (c) dq0 
voltages (d) loci of symmetrical components 

 

3.8.4 Transformed Quantities, when Transformation is Applied to Unbalanced 

abc voltages with Harmonics 

This section observes the different transformed quantities when transformations are 

applied to a set of unbalanced voltages with harmonics. The voltage profile in Fig. 

3.10(a) has been transformed and the Fig. 3.10(b), 3.10(c) and 3.10(d) shows the αβ0 

quantities, dqo quantities and loci of symmetrical components respectively, it is 

observed that harmonics are introduced into all the transformed voltages. 
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Fig. 3. 10  (a) Unbalanced voltage with harmonics (b) αβ0 voltages (c) 
dq0 voltages (d) loci of symmetrical components 

 

3.9 APPLICATION  OF TRANSFORMATIONS IN CONTROL THEORIES 

This section describes one of the important application area of these transformation, 

when comes to implement APFs. The APF are widely in use to mitigate power quality 

problems uses the power control theories to derive reference currents (ideal current) 

needed for mitigating/compensating the load. Some of the commonly used power 

control theories are discussed in brief to explain the use of these transformations. 

 

3.9.1 Application of αβ0 Transformation in Instantaneous Reactive Power 

(IRP) Theory 

The pq theory, not only aims to compensate the fundamental reactive power but also 

the harmonic currents in the load. Ideally, the compensation based on pq theory can 

eliminate all unbalances and harmonics caused by unbalanced non-linear loads 
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provided source voltages are balanced sinusoidal and the power converter has infinite 

bandwidth to track the reference filter currents. The pq theory makes use of αβ0 

transformation discussed above. 

Using αβ0 transformation, the instantaneous supply voltages and load currents in 

natural abc coordinates are transformed into mutually orthogonal αβ0 coordinates as 

follows, 
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.              (3.23) 

Similarly, current components iα, iβ and i0 can be found out. Let the instantaneous 

real, reactive and zero sequence powers are denoted by p , q  and op  respectively. 

These are expressed as, 

















−=









β

α

αβ

βα

i
i

vv
vv

q
p .                 (3.24) 

where, three-phase instantaneous power ( 3p φ ) has following relationship with the 

terms p and po. 



3

0 0

0

sa a sb b sc c

pp

p v i v i v i
v i v i v i

φ

α α β β

= + +

= + +


                 (3.25) 

The instantaneous active and reactive power has two parts: a DC or average value 

indicated by an overbar (−) and an alternating component indicated by an over tilde 

(~). Thus, the following can be written as 

p p p= +  , 0o op p p= +   and q q q= +                 (3.26) 

The load powers that can be compensated in terms of  αβ0 coordinates are lp~ , lq , lq~ . 

Let us assume that the compensator supplies a reactive power fq , which may be equal 

to load reactive power. Thus, 

lf qq = .                   (3.27) 

Similarly, instantaneous active power supplied by the compensator to the load 
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f l op p p= + .                 (3.28) 

The reference currents of the compensator using (3.24) are given as 

2 2

1f ref f

ff ref

i pv v
v v qv vi

α α β

β αα ββ

  −   
=    +       

.              (3.29) 

Substituting filter powers fq  and fp  from (3.27) and (3.28), we get reference filter 

currents in αβ0 frame as 

2 2
1f ref l o

lf ref

v vi p p
qv vi v v

α βα

β αβ α β

  −  +   =       +   



.            (3.30) 

The filter reference currents in abc phase system can be obtained using inverse αβ0 

transformation as given in the following. 

1/ 2 1 0
2 1/ 2 1/ 2 3 / 2
3

1/ 2 1/ 2 3 / 2

fa ref fo

fb ref f ref

fc ref f ref

i i

i i

i i
α

β

     
     
  = −   
     

− −        

             (3.31) 

where ( )fo loi i=  is the zero sequence load current and is given by 

)( lclblalo iii
3

1i ++=                (3.32) 

3.9.2 Application of Instantaneous Symmetrical Components (ISC) Theory 

The ISC theory can fulfill three fold objectives of load balancing, harmonic 

suppression, and power factor correction. The control algorithm based on ISC theory 

can practically compensate any kind of unbalance and harmonics in the load. For any 

set of three-phase instantaneous currents or voltages, the instantaneous symmetrical 

components are defined by following transform 

0

2

2

1 1 1
1 1
3

1

a a

a b

ca

i i
i a a i

ii a a

+

−

          =              

              (3.33) 
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1 1 1
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1

sa sa

sa sb

scsa

v v
v a a v

vv a a

+

−

          =               

               (3.34) 

where 120ja e=


.  

The following objectives should be fulfilled in load compensation.  

Objective 1: The sum of the source currents after compensation should be zero, i.e.  

0=++ scsbsa iii                 (3.35) 

Objective 2: There should be control over power factor angle ( +φ ), which is the angle 

between the positive sequence voltage ( +
sav ) and current ( +

sai ). Thus, 

{ } { } ++++∠=++∠ φscsbsascsbsa iaaiivaavv 22            (3.36) 

Objective 3: The source should supply the average value of the load power, lavP , i.e. 

sa sa sb sb sc sc lavv i v i v i P+ + =                (3.37) 

From Fig. (3.11), applying KCL at PCC and assuming balanced supply voltages, the 

reference compensator currents ( fa refi , fb refi  and fc refi ) are given as 

 

Three-phase
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 non-linear

 load
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fci
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*
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*
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*
sbi

*
fbi*

fai

oi

Three-phase
voltage source

 
Fig. 3. 11  Schematic diagram of a DSTATCOM based three-phase 
four-wire compensated system 
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( )

( )

( )

sa sb sc
fa ref la sa la lav

sb sc sa
fb ref lb sb lb lav

sc sa sb
fc ref lc sc lc lav

v v v
i i i i P

v v v
i i i i P

v v v
i i i i P

γ

γ

γ

+ −
= − = − ∆ 

+ − 
= − = − ∆ 

+ −
= − = − ∆ 

             (3.38) 

where 2 2
0

, ,
3sj s

j a b c
v v

=

∆ = −∑  and tan 3γ ϕ+= .  

It can be observed that this scheme is computationally much simpler than pq  

theory as it does not require complex transformation of currents and voltages and 

many definitions of various powers. This scheme provides a direct and comprehensive 

method of obtaining balanced sinusoids and unity power factor source currents for all 

kinds of loads. Further, it can generate the source currents at any desired power factor 

angle. This algorithm was modified with positive sequence extraction in order to 

provide proper compensation under unbalanced supply voltage conditions [79] 

 

3.9.3 Application of dq0 Transformation in Synchronous Reference Frame 

(SRF) Theory 

The calculation of reference filter currents using SRF theory is straight forward,  

which involves direct dq0 transformation from abc coordinates system and dealing 

with only DC quantities in dq0 frame. However, the dq0 transformation output signal 

depends on the performance of the phase locked loop (PLL). The PLL circuit provides 

the rotational speed (rad/sec) of the rotating reference frame, where ‘ tω ’ is set as 

fundamental frequency component. Depending on the fundamental, harmonics and 

negative sequence component in three phase load currents, the corresponding dq 

components can have different frequencies. The analysis of the dq components and 

appropriate filtering can support the generation of the reference filter currents as 

required by the control. The dq component consists of DC and AC components as 

given below. 

ld ld ldi i i= +                   (3.39) 

lq lq lqi i i= +  .                 (3.40) 
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The DC components ldi and lqi correspond to the fundamental positive sequence load 

current and the AC components ldi and lqi correspond to the load current harmonics. 

Component lqi  corresponds to the reactive power drawn by the load. The reference 

for the compensator is decided based on the following conditions. 

*

*

*
0 0

fd ld

fq lq lq

f l

i i

i i i

i i

=

= +

=





        (3.41) 

Finally, the compensator references in abc reference frame are obtained using inverse 

dq0 transformation. 

 

3.10 SUMMARY 

With αβ0 transformation the balanced 3-ϕ abc voltages get transformed on to a 

rotating position vector Vαβ consisting of real and imaginary part. The real part 

corresponds to voltage along α -axis and imaginary part corresponds to voltage along 

β -axis. The voltages vα and vβ turns out to be sinusoidal quantities when balanced 

voltages are transformed. With the help of simulation the transformation is extended 

to other voltage profiles. Then from αβ0 frame, dq0 reference frame is derived and the 

corresponding dq0 voltages are obtained. It is observed that the balanced sinusoidal 

quantities transformed to DC voltages in dq0 reference frame. There can be different 

reference frame depending upon the alignment of d-q and α-β axes. But by defining 

proper value for ‘θ’ we can end up getting DC along d and q axes which is the 

ultimate goal of dq0 transformation. Towards the end of the chapter loci are obtained 

for various voltage profiles. If the loci of positive and negative sequence components 

overlap it indicates a balance in the system and if it doesn't overlap then it symbolizes 

an unbalance condition. If the system is devoid of harmonics then the loci will either 

be an ellipse or a circle but if harmonics are present then the loci will be a distorted 

version of ellipse or circle. In the end application of these transformations to develop 

control theories required for reference current generation of a Shunt APF is discussed. 
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CHAPTER 4 

 

GENERALIZATION OF αβ0 and dq0 TRANSFORMATIONS 
 

 

4.1 INTRODUCTION 

It has been observed that different reference frames are chosen while transforming 

abc quantities to αβ0 and dq0 reference frames. There happens to be different 

reference frames existing, depending upon the orientation of the axes. There will be a 

change in the transformation matrix depending upon how you choose your axes 

orientation that makes it necessary to perform an analysis on the reference frame and 

find out the transformation matrix corresponding to the selected reference frame. In 

this chapter generalized transformation for transforming abc quantities to αβ0 and dq0 

frames are discussed.  

 

4.2 DIFFERENT REFERENCE FRAMES; abc TO αβ0 TRANSFORMATION 

In this section we will consider different αβ0 reference frames and derive the 

corresponding transformation matrices. From these matrices we can obtain a 

generalized matrix which can generate transformation corresponding to all these 

reference frames. Let us assume that the quantity being transformed is voltage. 

 

4.2.1 αβ0 Reference Frame -1 

αβ0 reference frame-1 is shown in Fig. 4.1(a). Reference frame shown in Fig. 4.1(b) is 

a mirror image of frame shown in Fig.4.1(a), when the mirror is aligned along the αβ0 

axis. Resolving the abc voltages along the αβ0 axes will result in the transformation 

matrix as shown in (4.1). 
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Fig. 4. 1  (a) 0αβ   reference frame-1 (b) Mirror image of 0αβ   reference frame-1 

 

cos120 cos120a b cv v v vα
° °= + +  

1 1
2 2a b cv v v vα = − −  

cos150 cos30b cv v vβ
° °= +  

3 3
2 2b cv v vβ = − +  
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3 2 2

1 1 1
2 2 2

a

b

c

v v

v v

vv

α

β

    − −            = −                  

      (4.1) 

With the help of (4.1), vα and vβ can be obtained as follows, 

       
2 1 1
3 2 2a b cv v v vα
 = − −  

      

                             
2 3
3 2 av =   

 

                            
2 3 2 sin
3 2

V tω =   
 

                            3 sinV tω=       (4.2) 
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2 3 3
3 2 2b cv v vβ

 
= − + 

 
    (4.3) 

                       
1
2 bcv= −  

                            
1 3 2
2 av π = − ∠−   

                            
1 3 2 sin( 2)
2

V tω π = − −   

                            3 sin( 2)V tω π= −  

                             3 cos( )V tω=       (4.4) 

While transforming the abc voltages to αβ0 voltages considering reference frame 

shown in Fig. 4.1(b), it can be observed that it will result in same transformation 

shown in (4.1). These reference frames which are mirror images of each other will 

result in same transformations and they are termed as mirrors of each. Hence we will 

term the reference frame shown in Fig. 4.1(b) as the mirror of Fig. 4.1(a). 

 

4.2.2 αβ0 Reference Frame -2 

αβ0 Reference Frame-2 is shown in Fig. 4.2(a) and its mirror is shown in Fig. 4.2(b). 

The transformation matrix for these reference frames can be can be obtained by 

resolving the abc along α-β axes as given in (4.5) 

 

 

Fig. 4. 2  (a) 0αβ   reference frame-2 (b) Mirror image of  αβ0  reference frame-2 
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      (4.5) 

 

4.3 DIFFERENT REFERENCE FRAMES; abc TO dq0 TRANSFORMATION 

We have different dq0 reference frames available depending on the orientation of dq0 

axes with respect to the abc and α-β axes. We will consider four different reference 

frames and derive a generalized transformation matrix for the all the frames. 

 

4.3.1 dq0 Reference Frame - 1 

dq0 reference frame -1 is shown in Fig. 4.3(a). The abc to αβ0 transformation is same 

 

 
Fig. 4. 3  (a) dq0  reference frame-1 (b) mirror image of dq0 reference frame-1 

 

as what is shown in (4.1). The transformation from αβ0 frame to dq0 can be found out 

as follows. 

cos cos(90 ) cos sino
dv v v v vα β α βθ θ θ θ= + − = +  

cos(90 ) cos sin coso
qv v v v vα β α βθ θ θ θ= + + = − +  

Now we can represent the transformation in matrix form as follows, 
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00

cos sin 0
sin cos 0
0 0 1

d

q

v v

v v

vv
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β

θ θ
θ θ

   
   

    
    = −    
     

   
  

      (4.6) 

So the whole transformation from natural reference frame to dq0 reference frame can 

be obtained as shown in (4.7) by combining (4.1) and (4.6). 

0

1 11
2 2cos sin 0

2 3 3sin cos 0 0
3 2 2

0 0 1 1 1 1
2 2 2

d a

q b

c

v v

v v

vv

θ θ
θ θ

    − −              = − −                      

   (4.7) 

The transformation can be deducted as shown below using trigonometric 

simplification. 

0

2 2cos cos( ) cos( )
3 3

2 2 2sin sin( ) sin( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v v

v v

vv

π πθ θ θ

π πθ θ θ

    + −    
    
    = − − + − −    
    
         

   (4.8) 

We have to obtain a value for θ, which gives constant value for d and q voltages when 

balanced voltages in natural reference frame are transformed in these reference 

frames. The value of θ can be derived as follows, 

 

cos sindv v vα βθ θ= +  

    sin cosqv v vα βθ θ= − +  

Therefore, 

cos sin ( sin cos )d qv jv v v j v vα β α βθ θ θ θ+ = + + − +  

                ( ) co s( )sinv jv j v jvα β α βθ θ= + − +  

                ( ) jv jv e θ
α β

−= +        (4.9) 

Now substituting for ‘ v jvα β+ ’ from (4.2) in (4.3), we get 

( 2 )3 j t j
d qv jv Ve eπ ω θ− −+ =  
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( 2 )3 j tVe π ω θ− −=         (4.10) 

We will get constant values for vd and vq if we get rid of the exponential term in (4.10) 

Therefore,  

0
2

tπ ω θ− − = , or 

2
tπθ ω= −          (4.11) 

Assuming va, vb, vc to be balanced voltages i.e., 

2 sinav V tω=  

2 sin( 120 )o
bv V tω= −  

2 sin( 120 )o
cv V tω= +  

and substituting the value ‘θ’ in (4.10) gives 

3dv V=          (4.12) 

0qv =          (4.13) 

The frame shown in Fig. 4.3(b) is the mirror of frame shown in Fig. 4.3(a) in 

terms of dq0 transformation. By performing similar analysis on the reference frame 

shown Fig. 4.3(b), it is understood that the transformation is same as that shown in 

(4.8). The final transformation matrix for both the frames can be obtained by 

substituting 2 tπθ ω= −  in (4.8) and it is as shown below, 

0

sin sin( 120 ) sin( 120 )
2 cos cos( 120 ) cos( 120 )
3

1 1 1
2 2 2

d a
o o

o o
q b

c

v v
t t t

v t t t v

vv

ω ω ω
ω ω ω

        − +       = − − − − +                 

  (4.14) 
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4.3.2 dq0 Reference Frame -2 

Now we will consider another reference frame and we will name it as dq0 reference 

frame - 2, the reference frame and its mirror are shown in Fig. 4.4(a) and Fig. 4.4(b) 

respectively. In these frames, the abc to αβ0 transformation is exactly same as (4.5) 

 
Fig. 4. 4  (a) dq0  reference frame-2 (b) Mirror image of dq0 reference frame-2 

 

 

and the αβ0 to dq0 transformation is a replica of (4.6) Combining (4.5) and (4.6) we 

obtain the abc to αβ0 transformation as shown in (4.16). 

0

1 11
2 2cos sin 0

2 3 3sin cos 0 0
3 2 2

0 0 1 1 1 1
2 2 2

d a

q b

c

v v

v v

vv

θ θ
θ θ

    − −              = − −                      

    (4.15) 

0

2 2cos cos( ) cos( )
3 3

2 2 2sin sin( ) sin( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v v

v v

vv

π πθ θ θ

π πθ θ θ

    − +    
    
    = − − − − +    
    
         

   (4.16) 

Choosing ‘θ’ as ( 2 tπ ω− ) gives DC quantities along d and q axis in these reference 

frames. The final transformation matrix can be obtained by substituting 2 tπθ ω= −  

in (4.16) and it is shown in (4.17). 
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0

2 2sin sin( ) sin( )
3 3

2 2 2cos cos( ) cos( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v vt t t

v t t t v

vv

π πω ω ω

π πω ω ω

    − +    
    
    = − +    
    
         

   (4.17) 

 

4.3.3 dq0 Reference Frame - 3 

We will analyze another possible reference frame (dq0 reference frame - 3) shown in 

Fig. 4.5(a) and its mirror is shown in Fig. 4.5(b). abc to αβ0 transformation is same as 

(3.1). 

 
Fig. 4. 5  (a) dq0  reference frame-3 (b) Mirror image of dq0 reference frame-3 

The αβ0 to dq0 transformation can be found out by resolving α-β components along 

dq0 axes as follows. 

cos cos( 90 ) cos sino
dv v v v vα β α βθ θ θ θ= + − = +  

cos( 90 ) cos( 2( 90 )) sin coso o
qv v v v vα β α βθ θ θ θ θ= − + − − = −  

We define the αβ0 to dq0 transformation as shown in (4.18) 

00

cos sin 0
sin cos 0

0 0 1

d

q

v v

v v

vv

α

β

θ θ
θ θ

   
   

    
    = −    
     

   
  

      (4.18) 



 59 

0

1 11
2 2cos sin 0

2 3 3sin cos 0 0
3 2 2

0 0 1 1 1 1
2 2 2

d a

q b

c

v v

v v

vv

θ θ
θ θ

    − −              = − −                      

   (4.19) 

On simplification, 

0

2 2cos cos( ) cos( )
3 3

2 2 2sin sin( ) sin( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v v

v v

vv

π πθ θ θ

π πθ θ θ

    + −    
    
    = + −    
    
         

    (4.20) 

A choice of 2 tπθ ω= −  gives DC quantities along d and q axis in these reference 

frames. The final transformation matrix can be obtained by substituting 2 tπθ ω= −  

in (4.20) and it is shown in (4.21). 

0

2 2sin sin( ) sin( )
3 3

2 2 2cos cos( ) cos( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v vt t t

v t t t v

vv

π πω ω ω

π πω ω ω

    − +    
    
    = − +    
    
         

   (4.21) 

 

4.3.4 dq0 Reference Frame -4 

The last reference frame considered is shown in Fig. 4.6(a) (dq0 reference frame -4) 

and its mirror is shown in Fig. 4.6(b). The abc to αβ0 transformation is same as (4.5), 

the αβ0 to dq0 transformation follows (4.18). The complete abc to dq0 transformation 

can be obtained as follows by clubbing these equations, 
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Fig. 4. 6  (a) dq0  reference frame-4 (b) Mirror image of dq0 reference frame-4 

 

0

1 11
2 2cos sin 0

2 3 3sin cos 0 0
3 2 2

0 0 1 1 1 1
2 2 2

d a

q b

c

v v

v v

vv

θ θ
θ θ

    − −              = − −                      

   (4.22) 

on simplification, 

0

2 2cos cos( ) cos( )
3 3

2 2 2sin sin( ) sin( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v v

v v

vv

π πθ θ θ

π πθ θ θ

    − +    
    
    = − +    
    
         

    (4.23) 

selecting 2 tπθ ω= −  gives DC quantities along d and q axis in these reference 

frames. The final transformation matrix can be obtained by substituting 

2 tπθ ω= −  in (4.23) and it is shown in (4.24). 

0

2 2sin sin( ) sin( )
3 3

2 2 2cos cos( ) cos( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v vt t t

v t t t v

vv

π πω ω ω

π πω ω ω

    − +    
    
    = − − − − +    
    
         

   (4.24) 
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4.4 GENERALIZING αβ0 AND dq0 TRANSFORMATIONS 

 

4.4.1 Generalization of abc to αβ0 Transformation 

There are four different reference frames defined and the corresponding two 

transformations also have been derived. α-axis is always aligned along the a-axis of 

abc reference frame. Now we require a single transformation matrix to swap between 

the two transformations (4.1) and 4.5), depending upon the reference frame we 

choose. To achieve this objective, we will introduce two indices m and n; m represents 

the alignment of abc axes and n points at the orientation of αβ0 axes. 

m= 1, when the sequence is a-b-c anticlockwise. 

m= -1, when the sequence is a-c-b anticlockwise. 

n= 1, when β-axis makes a quadrature with α-axis, in anticlockwise direction. 

n= -1, when β-axis makes a quadrature with α-axis, in clockwise direction. 

l = mn          (4.25) 

Let us define the generalized transformation matrix as, 

0

1 11
2 2

2 3 30
3 2 2

1 1 1
2 2 2

a

b

c

v v

v l l v

vv

α

β

    − −            = −                  

     (4.26) 

It can be observed that now depending upon the values of m and n we choose, the 

corresponding transform for all the four reference frames can be directly obtained 

from the generalized transformation given in (4.26). The inverse transformation can 

be generalized as shown in (4.27). 

0

11 0
2

2 1 3 1
3 2 2 2

1 3 1
2 2 2

a

b

c

v v

v l v

v l v

α

β

                    = − −               −     

     (4.27) 
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4.4.2 Verification of Generalized abc to αβ0 Transformation 

We will verify the generalized transformation with various values of m and n. 

Case 1: m=1, n=1 

Here, m=1 corresponds to a reference frame where abc axes orients with a-b-c 

sequence in anticlockwise and n=1 indicates β-axis makes a quadrature with α-axis in 

anticlockwise direction. This forms the reference frame shown in Fig. 4.1(a).Here, 

l = mn = 1 

With the help of (4.26) the transformation can be directly formed as shown below. 

0

1 11
2 2

2 3 30
3 2 2

1 1 1
2 2 2

a

b

c

v v

v v

vv

α

β

    − −            = −                  

     (4.28) 

We can observe that the transformation obtained from generalized matrix i.e, (4.28), 

exactly matches with the transformation formed by conventional analysis which is 

(4.1). 

Case 2: m= -1, n= -1 

In this case m= -1 corresponds to a reference frame where abc axes orients with a-c-b 

sequence in anticlockwise and n= -1 indicates β -axis makes a quadrature with α -axis 

in clockwise direction. This gives rise to a reference frame shown in Fig. 4.1(b) which 

is the mirror of frame explained in case1. In this case again 

l = mn = 1 

Since, l =1, the transformation is same as (4.28) according to the generalized 

transformation and it is identical to the transformation obtained by conventional 

analysis i.e, (4.1). 

Case 3: m=1, n= -1 the index m=1 produces a reference frame where abc axes orients 

with a-b-c anticlockwise and n= -1 indicates β -axis makes a quadrature with α -axis 

in clockwise direction. This is identical to the reference frame shown in Fig. 4.2(a). 

l = mn = -1 

With the help of (4.26) the transformation can be directly formed as shown below. 
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0

1 11
2 2

2 3 30
3 2 2

1 1 1
2 2 2

a

b

c

v v

v v

vv

α

β

    − −            = −                  

     (4.29) 

We can observe that the transformation obtained from generalized matrix i.e, (4.29), 

exactly matches with transformation formed by conventional analysis which is (4.5). 

Case 4: m= -1, n= 1 

In this case m= -1 corresponds to a reference frame where abc axes orients with a-c-b 

sequence in anticlockwise and n=1 indicates β -axis makes a quadrature with α-axis in 

anticlockwise direction, the indices chosen in this case gives rise to frame shown in 

Fig.4.2(b) which is the mirror of frame explained in case3. Since, 

l = mn = -1 

The transformation is same as (4.29) according to generalized transformation and it is 

identical to the transformation obtained by conventional analysis i.e, (4.5). 

 

The indices for various α-β frames are shown in Table 4.1. We have tried all the 

four 

Table 4. 1  Indices corresponding to various dq0 frames 
 

αβ0 m n l 

Frame -1 1 1 1 

Mirror of Frame -1 -1 -1 1 

Frame -2 -1 1 -1 

Mirror of Frame -2 1 -1 -1 

possible cases and found that the transformation matrices obtained using the 

generalized transformation and using conventional analysis is one and the same.  

   

4.5 GENERALIZATION OF abc TO dq0 TRANSFORMATION 

We have considered total 8 different reference frames and corresponding to this there 

are 4 different transformation matrices. We require an additional index q to represent 
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the orientation of dq0 axes, in addition to indices m and n to derive a generalized 

transformation for all these 8 reference frames. Always measure ‘θ’ as the angle 

between α-axis and d-axis. l is the same variable used in generalizing αβ0 

transformation. 

q= 1, when q-axis leads d-axis. 

q= -1, when q-axis lags d-axis. 

0

2 2cos cos( ) cos( )
3 3

2 2 2sin sin( ) sin( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v vl l

v q q l q l v

vv

π πθ θ θ

π πθ θ θ

    + −    
    
    = − − + − −    
    
         

   (4.30) 

For obtaining DC quantities along dq0 axes we need to define the value of ‘θ’. The 

value of ‘θ’ can be generalized as follows, 

2
l tπθ ω = − 
          (4.31) 

 

4.5.1 Verification of Generalized abc to dq0 Transformation 

The generalized transformation needs to be verified by choosing various values for 

the indices and whether it matches with the results obtained by conventional analysis. 

The validity of generalized transform can be verified by comparing the 

transformations obtained out of the generalized transform and the transformation 

deduced using the conventional analysis for all the 8 reference frames. 

Case 1: m=1, n=1, q=1 

m=1 corresponds to a frame where abc frame orients with a-b-c anticlockwise, n=1 

indicates that β-axis makes a quadrature with α-axis in anticlockwise direction and 

q=1 specifies that q-axis leads d-axis. This is analogous to reference frame shown in 

Fig. 4.3(a). 

l = mn = 1 

The transformation matrix for this reference frame is obtained by substituting l and q 

in (4.30) and it is as shown below, 
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0

2 2cos cos( ) cos( )
3 3

2 2 2sin sin( ) sin( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v v

v v

vv

π πθ θ θ

π πθ θ θ

    + −    
    
    = − − + − −    
    
         

   (4.32) 

It is observed that the transformation obtained using generalized transform which is 

(4.32), is identical to the transformation deducted using conventional analysis i.e, 

(4.8). The value of ‘θ’ as per generalization is obtained as ( )
2

tπθ ω= −  by substituting 

the value of l in (4.31). 

Case 2: m= -1, n= -1, q=1 

m= -1 reflects a reference frame where abc frame orients with a-c-b anticlockwise,   

n= -1 specifies that β -axis makes a quadrature with α -axis in clockwise direction and 

q=1 specifies that q-axis leads d-axis. These orientations of various axes give rise to 

reference frame shown in Fig. 4.3(b), which is the mirror of Fig. 4.3(a). 

l = mn = 1 

Since l=q=1, the transformation is same as in (4.32). This is identical to 

transformation obtained for this frame using conventional analysis i.e,(4.8). 

Case 3: m= -1, n= 1, q=1 

m= -1 reflects a reference frame where abc frame orients with a-c-b anticlockwise, 

n=1 points out that β -axis makes a quadrature with α -axis in anticlockwise direction 

and q=1 specifies that q-axis leads d-axis. This reference frame is identical to frame 

shown in Fig. 4.4(a). 

l = mn = -1 

The abc to dq0 can be obtained by substituting the values of l and q in (4.30) and it is 

as shown below, 

0

2 2cos cos( ) cos( )
3 3

2 2 2sin sin( ) sin( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v v

v v

vv

π πθ θ θ

π πθ θ θ

    − +    
    
    = − − − − +    
    
         

   (4.33) 
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The transformation obtained using generalized transform which is (4.33), is identical 

to the transformation found out using conventional analysis i.e, (4.16). The value of 

‘θ’ as per generalization is obtained as ( )
2

t πω −  by substituting the value of l in (4.31). 

Case 4: m= 1, n= -1, q=1 

m= 1 reflects a reference frame where abc frame orients with a-b-c anticlockwise, n= 

-1 shows that β -axis makes a quadrature with α -axis in clockwise direction and q=1 

specifies that q-axis leads d-axis. These orientations of various axes give rise to 

reference frame shown in Fig. 4.4(b), which turns out to be the mirror of Fig. 4.4(a). 

l = mn = -1 

Since l= -1 and q=1, the transformation is same as in (4.33) and it is same as the 

transformation obtained for this frame using conventional analysis i.e, (4.16). 

Case 5: m= 1, n= 1, q= -1 

m= -1 reflects a reference frame where abc frame orients with a-b-c anticlockwise, 

n=1 points out that β -axis makes a quadrature with α -axis in anticlockwise direction 

and q= -1 specifies that q-axis lags d-axis. This reference frame is identical to frame 

shown in Fig. 4.5(a). 

l = mn = 1 

The abc to dq0 transformation can be obtained by substituting the values of l and q in 

(4.30) and it is as shown below, 

0

2 2cos cos( ) cos( )
3 3

2 2 2sin sin( ) sin( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v v

v v

vv

π πθ θ θ

π πθ θ θ

    + −    
    
    = − + −    
    
         

    (4.34) 

The transformation obtained using generalized transform which is (4.34), is identical 

to the transformation found out using conventional analysis i.e, (4.20). The value of 

‘θ’ as per generalization is obtained as ( )
2

tπ ω−  by substituting the value of l in (3.31). 

Case 6: m= -1, n= -1, q=1 

m= -1 reflects a reference frame where abc frame orients with a-c-b anticlockwise,  

n= -1, β -axis makes a quadrature with α -axis in clockwise direction and q= -1 
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specifies that q-axis lags d-axis. These orientations of various axes give rise to 

reference frame shown in Fig. 4.5(b), which turns out to be the mirror of Fig. 4.5(a).  

l = mn = 1 

Since l=1 and q=1, the transformation is same as in (4.34) and it is same as the 

transformation obtained for this frame using conventional analysis i.e,(4.20). 

Case 7: m= -1, n= 1, q= -1 

m= -1 reflects a reference frame where abc frame orients with a-c-b anticlockwise, 

n=1 points out that β -axis makes a quadrature with α -axis in anticlockwise direction 

and q= -1 specifies that q-axis lags d-axis. This reference frame is identical to frame 

shown in Fig. 4.6(a). 

l = mn = -1 

The abc to dq0 can be obtained by substituting the values of l and q in (4.30) and it is 

as shown below, 

0

2 2cos cos( ) cos( )
3 3

2 2 2sin sin( ) sin( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v v

v v

vv

π πθ θ θ

π πθ θ θ

    − +    
    
    = − +    
    
         

   (4.35) 

The transformation obtained using generalized transform which is (4.35), is identical 

to the transformation found out using conventional analysis i.e, (4.23). The value of 

‘θ’ as per generalization is obtained as ( )
2

t πω −  by substituting the value of l in 

(4.31). 

Case 8: m= 1, n= -1, q= -1 

m=1 reflects a reference frame where abc frame orients with a-b-c anticlockwise, n= -

1, β -axis makes a quadrature with α -axis in clockwise direction and q= -1 specifies 

that q-axis lags d-axis. These orientations of various axes give rise to reference frame 

shown in Fig. 4.6(b), which turns out to be the mirror of Fig. 4.6(a). 

l = mn = -1 

Since, l= -1 and q=1, the transformation is same as in (4.35) and it is same as the 

transformation obtained for this frame using conventional analysis i.e,(4.23).  
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Table. 3.2, shows the indices for various dq0 frames. We have used 3 different 

indices (m,n,q) in this abc to dq0 generalization, there are 8 different possible 

reference frame with different combination of these three indices.  

Table 4. 2  Indices Corresponding to Various dq0 Frames 
 

dq0 m n l q 

Frame -1 1 1 1 1 

Mirror of Frame -1 -1 -1 1 1 

Frame -2 -1 1 -1 1 

Mirror of Frame -2 1 -1 -1 1 

Frame -3 1 1 1 -1 

Mirror of Frame -3 -1 -1 1 -1 

Frame -4 -1 1 -1 -1 

Mirror of Frame -4 1 -1 -1 -1 

 

The transformation for all the 8 possibilities has been found from generalized 

transformation and also through conventional analysis. Transformations deduced 

through both the methods are found to be identical. 

 

4.6 DEDUCTION OF A MODIFIED GENERALISED TRANSFORMATION 

FOR abc TO dq0 CONVERSION 

Even after the generalization of abc to dq0 transformation we have to substitute the 

value of ‘θ’ accordingly, so that we obtain DC quantities along d and q axes. We will 

make further analysis and try to integrate the generalized transformation matrix and 

the generalized value of ‘θ’, so that we have to look at only one single transformation 

matrix which takes care of ‘θ’ and the axes orientation in different reference frames. 

Name the generalized transformation matrix shown in (4.30) as T' 

2 2cos cos( ) cos( )
3 3

2 2 2sin sin( ) sin( )
3 3 3

1 1 1
2 2 2

a

b

c

vl l

T q q l q l v

v

π πθ θ θ

π πθ θ θ

   + −   
   
   ′ = − − + − −   
   
      

  (4.36) 
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Substitute the generalized value of ‘θ’ i.e, (4.31) in (4.36) and call the resultant matrix 

as T. 

2 2( ( )) co s( ( ) ) co s( ( ) )
2 2 3 2 3

2 2 2( ( )) sin (( ) ) sin (( ) )
3 2 2 3 2 3

1 1 1
2 2 2

a

b

c

vCos l wt l t l l t l

T qSin l wt q l t l q l t l v

v

π π π π πω ω

π π π π πω ω

   − − + − −   
   
   = − − − − + − − −   
   
      

 

          (4.37) 

On simplifying each element of the matrix T, 

11 sinT tω=  

12
2sin( )
3

T t πω= −  

13
2sin( )
3

T t πω= +  

21 cos( )T ql tω= −  

22
2cos( )
3

T ql t πω= − −  

23
2cos( )
3

T ql t πω= − +  

Let, 

k = -ql 

Now T can be reformed after simplification as shown in (4.38) 

2 2sin sin( ) sin( )
3 3
2 2cos cos( ) cos( )
3 3

1 1 1
2 2 2

t t t

T k t k t k t

π πω ω ω

π πω ω ω

 − + 
 
 = − + 
 
 
  

    (4.38) 

 

Now we can modify the generalized transformation as follows, 

0

2 2sin sin( ) sin( )
3 3

2 2 2cos cos( ) cos( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v vt t t

v k t k t k t v

vv

π πω ω ω

π πω ω ω

    − +    
    
    = − +    
    
         

   (4.39) 
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We can directly obtain the transformation matrix for any of the 8 reference frames 

from (4.38), by finding out the value of k using the various indices depending upon 

the orientation of the axes. The different possible indices and the corresponding k 

values are shown in Table 3.3. Since k can take only 2 values +1 or -1, there are only 

two transformation matrices possible and they are as shown below, 

0

2 2sin sin( ) sin( )
3 3

2 2 2cos cos( ) cos( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v vt t t

v t t t v

vv

π πω ω ω

π πω ω ω

    − +    
    
    = − +    
    
         

   (4.40) 

 

Table 4. 3  Indices corresponding to various dq0 frames and corresponding k values 
 

dqo Frame m n l q k 

Frame -1 1 1 1 1 -1 

Mirror of Frame -1 -1 -1 1 1 -1 

Frame -2 -1 1 -1 1 1 

Mirror of Frame -2 1 -1 -1 1 1 

Frame -3 1 1 1 -1 1 

Mirror of Frame -3 -1 -1 1 -1 1 

Frame -4 -1 1 -1 -1 -1 

Mirror of Frame -4 1 -1 -1 -1 -1 

 

and 

0

2 2sin sin( ) sin( )
3 3

2 2 2cos cos( ) cos( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v vt t t

v t t t v

vv

π πω ω ω

π πω ω ω

    − +    
    
    = − − − − +    
    
         

   (4.41) 

On finding out the inverse of the above two matrices, the inverse transform of the 

modified generalized transform can be generalized as shown below, 
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0

1sin cos
2

2 2 2 1sin( ) cos( )
3 3 3 2

2 2 1sin( ) cos( )
3 3 2

d a

q b

c

v vt k t

v t k t v

t k t vv

ω ω

π πω ω

π πω ω

                = − −            + +      

   (4.42) 

 

4.7 ILLUSTRATION 

Find the abc to αβ0 transformation using generalized transform and abc to dq0 

transformations using the Modified Generalized Transform for an arbitrarily chosen 

frame. 

Discussion: Consider an arbitrary reference frame given in Fig. 4.7. In this reference 

frame abc orientation is in counter clockwise direction (m=1), β-axis makes a 

quadrature with α-axis in anticlockwise direction (n=1), q- axis leads d- axis (q=1). To 

find out abc to αβ0 transformation and its inverse transformation we require the index 

l, which can be found out as shown in (4.43). 

l = mn = 1 

By substituting l=1 in generalized transform in (4.26) gives us the abc to αβ0 

transformation in this chosen reference frame as shown in (4.44). 

 
Fig. 4. 7  Arbitrary reference frame-1 
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0

1 11
2 2

2 3 30
3 2 2

1 1 1
2 2 2

a

b

c

v v

v v

vv

α

β

    − −            = −                  

      (4.44) 

αβ0 to abc transformation can be obtained by substituting l in the generalized αβ0 to 

abc transformation (3.27) and the inverse transformation for this chosen reference 

frame is obtained as shown in (4.45). 

0

11 0
2

2 1 3 1
3 2 2 2

1 3 1
2 2 2

a

b

c

v v

v v

v v

α

β

                    = − −               −     

      (4.45) 

To find out the abc to dq0 we have to find the index k as shown below, 

k = -ql = -1 

0

2 2sin sin( ) sin( )
3 3

2 2 2cos cos( ) cos( )
3 3 3

1 1 1
2 2 2

d a

q b

c

v vt t t

v t t t v

vv

π πω ω ω

π πω ω ω

    − +    
    
    = − − − − +    
    
         

   (4.46) 

By substituting k= -1 in the modified generalized transformation in (4.39) we obtain 

the abc to dq0 transformation matrix for this reference frame as shown in (4.46).  

 

dq0 to abc transformation for this chosen frame can be found out as shown in 

(3.47) by substituting k in the inverse transformation in (4.42). 

0

1sin cos
2

2 2 2 1sin( ) cos( )
3 3 3 2

2 2 1sin( ) cos( )
3 3 2

d a

q b

c

v vt t

v t t v

t t vv

ω ω

π πω ω

π πω ω

    −            = − − −            + − +      

   (4.47) 
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4.8 SUMMARY 

In this given chapter various possible reference frames in αβ0 and dq0 

transformations are analyzed. It was also observed that the variation in the 

transformation matrix is dependent upon the frame chosen. Finally, generalized αβ0 

and dq0 transformation matrices are derived, which helps in directly reaching to the 

final transformation matrix without performing conventional analysis on the selected 

reference frame. The concept of generalization is useful in saving tremendous 

intermediate calculations involved in each specific reference frame. 
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CHAPTER 5 
 

A COMPARATIVE STUDY OF DIFFERENT CONTROL 

THEORIES FOR REFERENCE CURRENTS GENERATION 

FOR APFs 
 

 

 This chapter discusses about the differences in control theories, when used for 

reference currents generation. The chapter aims to bring out a generic comparison in 

terms of time and space (memory) involved by deriving a polynomial relation, 

amongst the theories. The scope of the comparison involves, analyzing the 

formulation of Instantaneous Symmetrical Component (ISC) theory, Instantaneous 

Reactive power theory (PQ) and Synchronous frame theory (d-q-0) in terms of their 

execution time and space occupied, under different source voltage conditions.  

 

5.1 INSTANTANEOUS SYMMETRICAL COMPONENT THEORY UNDER 

BALANCED SOURCE VOLTAGE 

The Fig 5.1 depicts the block diagram for formulating the ISC theory. The 

formulation of ISC theory to derive the reference currents, involves following 

equations. 

0
1  (   )
3s sa sb scv v v v= + +         (5.1) 

where,  0sv  is zero sequence component of source voltage, sav , sbv and sbv  are three 

phase instantaneous source voltages 

[ ] ( )     
la

l sa sb sc lb

lc

i
p t v v v i

i

 
 =  
  

       (5.2) 
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where,   ( )lp t is instantaneous active power consumed by load, lai , lbi and lci  are three 

phase instantaneous load currents 

1

1

1
( )

t
sa la sb lb sc lclav t TP v i v i v i dtT −

= + +∫      (5.3) 

where,   lavP  is average active power consumed by load over a period T  

( )

( )

( )

*

*

*

sa sb sc
fa ref la sa la lav

sb sc sa
fb ref lb sb lb lav

sc sa sb
fc ref lc sc lc lav

v v v
i i i i P

v v v
i i i i P

v v v
i i i i P

γ

γ

γ

+ −
= − = − ∆ 

+ − 
= − = − ∆ 

+ −
= − = − ∆ 

     (5.4)  

where 2 2
0

, ,
3sj s

j a b c
v v

=

∆ = −∑  and tan 3γ ϕ+= and +φ is the power factor between the 

positive sequence voltage ( sav+ ) and current ( sai+ ).  (5.4) describes the generation of 

ideal reference currents, satisfying following objectives: 

• Objective 1: The sum of the source currents after compensation should be zero, 

i.e.  

0=++ scsbsa iii .                (5.5) 

• Objective 2: There should be control over power factor angle ( +φ ). Thus, 

{ } { } ++++∠=++∠ φscsbsascsbsa iaaiivaavv 22 .           (5.6) 

• Objective 3: The source should supply the average value of the power required by 

the load, lavP , i.e. 

sa sa sb sb sc sc lavv i v i v i P+ + = .               (5.7) 
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Fig. 5. 1  Block diagram representation for reference current 
generation using ISC theory 

 

The implementation of (5.1 to 5.4) involve following stages: 

• Sensing of Inputs through transducers –  , ,sa sb scv v v , and  , ,la lb lci i i  (total 6) 

• Computation of 0sv and ( )lp t  

• Computation of lavP  

• Computation of reference currents - *
fa refi , *

fb refi , *
fc refi . 

 

∑

∑
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5.1.1 Sensing Input Variables 

This stage requires memory allocation for six input variables as shown in Table 5.1. 

Each of these variables are assumed in Single-precision floating-point format that 

occupies 4 bytes (32 bits) in computer memory and represents a wide dynamic range 

of values ( 3810−±  to 3810 ) as per IEEE 754. For e.g., the value of "Π " in Single-

precision floating-point format is equal to 3.141593. This set of 4 bytes is termed as 

one float. 

Table 5. 1  Memory for input variables 

 

Input Variables Memory 

sav  1*float 

sbv  1*float 

sbv  1*float 

lai  1*float 

lbi  1*float 

lci  1*float 
 

5.1.2 Computation of Zero Sequence Component of Source Voltage and 

Instantaneous Active Power 

This stage requires memory allocation for two variables ( 0sv  and ( )lp t ), requiring a 

total of 2*float memory allocation. The arithmetic calculations involved in this stage 

are tabulated in Table 5.2.  

Table 5. 2  Arithmetic operations 
 

Variables 
Arithmetic operations 

ADD SUB MUL DIV 

0sv  2 - - 1 

( )lp t  2 - 3 - 

 

Similarly, the memory allocation involved in this stage is tabulated in Table 5.3 
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Table 5. 3  Memory for input variables 
 

Input Variables Memory 

0sv  1xfloat 

( )lp t  1xfloat 

Constant (√3) 1xfloat 

 

5.1.3 Computation of Average Active Power 

Average active power is calculated using (5.3). For implementing the same using 

moving average filter (MAF) takes the discrete form as. 

1 ( ). ( ) ( ). ( ) ( ). ( )
( )

lav sa la sb lb sc lc
i j k

j
P v i i i v i i i v i i i

k
A i

= −

= + +∑


    (5.8) 

where, T = ktd , td  is the discretisation  time (sec), k is the number of intervals in 

integers. Therefore, lavP  can also be written as: 

1 [ ( )]lav
i j k

j
P A i

k = −

= ∑        (5.9) 

Eqn. (5.9) implies that with
d

Tk
t

= , as the total number of intervals (k) picked in one 

cycle (T) increases, the memory required as well as computational steps increases, 

linearly. Therefore, k holds an inverse relation with discretisation time ( dt ).Therefore, 

on solving the summation, over a half cycle (T/2 time period i.e 10ms), the 

instantaneous real power is calculated at each instant, using 5.2. This instantaneous 

power is then saved in an array of data type - float. 

Based on the value of td and the number of intervals picked in one half cycle the 

size of the array will keep updating. The size of this array is (k x 1) i.e (T/td x 1). 

Thus, the total number of variables required in this summation step are k*floats or   

T/td * floats. And the process of summation will require (k-1) or (T/td -1) ADD and     

1 DIV as shown below. 
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1 2 3............................
1 [ ]KA A A AlavP
k

+ +=  

Also, 1 x float memory is allocated to constant T, which is 10ms in our case. The 

total computational steps and memory requirement in this stage are tabulated in Table 

5.4. In practical case, one boundary condition shall also be applied on discretisation 

time (td ) , while designing the APF. 

Boundary Condition: 

FilterCurrCalct <  td   < T 

where, FilterCurrCalct is the time involved in computation of required filter current and 

its switching (delay time). However, for an ideal case, where reference current 

switching is instantaneous; FilterCurrCalct can be equal to td. 

Table 5. 4  Memory and computation requirements for 
lavP  calculation 

 

Requirements Quantity 

ADD (T/td -1) 

MUL - 

SUB - 

DIV 1 

Memory (T/td +1)*floats 

  

5.1.4 Computation of Reference Currents  

This stage requires implementation of (5.4), which involves assignment of three new 

variables and their memory allocation; *
fa refi , *

fb refi , *
fc refi , requiring a total of 3*float. 

The arithmetic calculations involved in this stage are tabulated in Table 5.5.  
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Table 5. 5   Arithmetic calculations for reference 
current generation 

 

Arithmetic operations 

ADD SUB MUL DIV 

- 7 8 3 

 

In this step, one constant ("3") appears in equation 5.4, which will be allocated 

1*float of memory. Thus total memory requirement in this step is 4*float. 

 

5.1.5 Summary 

START

Read Inputs from Sensors

Calculate:

0
1  (   )
3s sa sb scv v v v= + +

( ) l sa la sb lb sc lcp v i v i v i= × + × + ×

Calculate Plavg using 
MAF method

End

( 1)
( 2)
( 3)

( )

l

l

l

l

p i
p i
p i

p i k

− 
 − 
 −
 
• 
 •
 

−  

 , ,sa sb scv v v
, ,la lb lci i i

Compute Reference currents using 

*

*

*

sa so
fa ref la sa la lav

sb so
fb ref lb sb lb lav

sc so
fc ref lc sc lc lav

v vi i i i P

v vi i i i P

v vi i i i P

−
= − = −

∆
−

= − = −
∆
−

= − = −
∆

 
Fig. 5. 2  Flowchart for implementation of ISC control theory under balanced 
source voltage condition 
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The generic algorithm for overall implementation of ISC theory for reference 

current generation under balanced source condition is represented in the form of a 

flowchart, shown at Fig 5.2. Also, the overall memory required and computational 

involved is summarized in the Table given below: 

Requirements Quantification 

ADD T/td +3 

SUB 7 

MUL 11 

DIV 5 

MEMORY (T/td + 14) * float 

 

The Table shows the computational steps and memory requirement at each instant 

to generate the instantaneous reference currents of all the three phases using a 

microprocessor so as to meet the objectives of compensation. 

 

Drawback: Data for MAV till T/2 is not available at the beginning. 

 

5.2 INSTANTANEOUS SYMMETRICAL COMPONENT THEORY 

UNDER UNBALANCED SOURCE VOLTAGE 

The Fig 5.2 depicts the overall block diagram for formulating the ISC theory under 

unbalanced source voltage condition. The formulation of ISC theory to derive the 

reference currents, involves following equations:  

0
1  (   )
3s sa sb scv v v v= + +        

2

( )

1  ( ) ( ( )  ( )  ( )) (sin ( ) co s ( ))
3 sa sb sc

isa

Ca li v i a v i a v i t i j t i

v

ω ω
+

= + + +


  (5.10) 

(5.10) transforms the positive sequence component ( sav+ ) into an orthogonal plane, 

whose instantaneous complex values are stored in a temporary variable,  ( )Cal i . 

Average of this temporary variable is calculated using following equation. 
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1  ( ) _ ( )
2

Cal i avg Cal i dt
T

= ∫        (5.11) 

which in discrete form can be written as, 

1( ) _ ( )
2 i j k

j
Cal i avg Cal i

k = −

= ∑        (5.12)  

The instantaneous active power is calculated using the equation given as under. 

[ ] ( )     
la

l sa sb sc lb

lc

i
p t v v v i

i

 
 =  
  

       

Accordingly, the average power consumed by the load is represented using the 

equation given below. 

1

1

1
( )

t
sa la sb lb sc lclav t TP v i v i v i dtT −

= + +∫      

However, the reference current generation will now be decided by following 

equations using the Fundamental positive sequence component of unbalanced/ 

distorted source voltages -  , ,sa sb scv v v+ + + : 

( )

( )

( )

*

*

*

sa sb sc
fa ref la sa la lav

sb sc sa
fb ref lb sb lb lav

sc sa sb
fc ref lc sc lc lav

v v v
i i i i P

v v v
i i i i P

v v v
i i i i P

γ

γ

γ

+ + +

+ + +

+ + +

+ −
= − = −
∆


+ − 
= − = − ∆ 

+ −
= − = −
∆


     (5.13) 

where 2 2
0

, ,
3sj s

j a b c
v v

=

∆ = −∑  and tan 3γ ϕ+= and +φ is the power factor between the 

positive sequence voltage ( sav+ ) and current ( sai+ ). For ease of analysis γ is assumed to 

be zero. 
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÷
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(d) 

 

The implementation of this control theory under unbalanced source voltage 

condition involves following stages: 

• Sensing of Inputs through transducers –  , ,sa sb scv v v , and  , ,la lb lci i i  (total 6) 

• Computation of 0sv and ( )lp t  

• Computation of lavgP  

• Extraction of Fundamental positive sequence component of unbalanced/ distorted 

source voltages   -  , ,sa sb scv v v+ + +  

• Computation of reference currents - *
fa refi , *

fb refi , *
fc refi . 

The implementation of stage I to III are same as discussed in Section 5.1. 

Fig. 5. 3  Block diagram representation (a)-(b) Positive sequence extraction using Cal(i) (c) 
Computation of average load power using MAF (d) Reference current generation 
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5.2.1 Extraction of Fundamental Positive Sequence Component of Unbalanced/ 

Distorted Source Voltages 

This stage is implemented in two steps: first, implementing Sine-Cos calculator and 

then calculation of fundamental positive sequence voltage. The derivations behind the 

extraction process are given as PROCESS OF FUNDAMENTAL EXTRACTION at 

Appendix 'A'. One assumption we made here is that the selected processor has an 

inbuilt PLL block to extract out θ = ( )t iω , where θ < 360o. Therefore, θ  is readily 

available (zero delay) for further computations in the theory. 

 

5.2.1.1 Implementation of Sin-Cos Calculator 

The Sine and Cosine calculations are carried out by comparisons in a lookup Table 

(predefined), which is an array of pre fed sine and cosine values at different 

discretised instants (td), represented as under. 

 

 

θ  Sinθ   Cosθ  

0o 0 1 

dtω  VALUE VALUE 

2 dtω  VALUE VALUE 

3 dtω  VALUE VALUE 
•
•
•

 
VALUE VALUE 

dk tω  VALUE VALUE 

 

where, k is an integer: 0360
d

k tω= . If, k is not an integer, it is rounded off to the 

nearest integer using a floor function i.e. 0360
d

floor tω
  
 

. This look up Table would 

require k+1 rows and 3 columns, necessitating (k+1)*3 floats. Here, k= 2T/ td. As,   

T= 10 ms, therefore for a full cycle, total memory requirement is (2T/ td + 1)*3 floats. 

On implementing the Sin-Cos calculator, through comparison method there will 

be a minimum requirement of 1 comparison in the lookup Table, while in the worst 
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case, a total of k+1 comparisons are required in the first column of the look-up Table, 

representing angle (θ ). All these comparisons include inherent subtractions, which 

constitutes the major arithmetic operation here. Hence, considering worst case 

scenario, we can safely conclude that total (k+1) SUB will be needed to implement 

this step. 

 

5.2.1.2 Implementation of positive sequence extraction step 

In the second step, positive sequence extraction would require implementation of 

(5.10 to 5.12). Accordingly, implementation of (5.10) will require an allocation of      

3-constant variables "√3", "a", "a2", necessitating a total of 5*float of memory (due to 

the complex nature of a and a2, 2* float per constant). ( )Cal i  being a complex 

quantity is saved in an array of size (2T/td x1). The computation involved required in 

this step is tabulated as under. 

Arithmetic operations 

ADD SUB MUL DIV 

5 1 8 2 

 

The memory requirement of this array is (2T/td x 2)* floats. This step also requires 

a memory allocation for a constant, "2T", consuming 1*float. ( ) _Cal i avg  is 

calculated over a period of full cycle (2T) using a MAF as described in equation 5.12.   

2*float memory is also required to accommodate ( ) _Cal i avg . The arithmetic 

operations required for calculating the complex quantity ( ) _Cal i avg is tabulated 

below. 

 

 Arithmetic operations 

ADD SUB MUL DIV 

(2T/td -1)x2 - - 2 
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The next step is finding the magnitude and angle of this complex quantity, 

( ) _Cal i avg using following equations:  

2 2  ( )  ( )d qM v v+ += +        (5.14) 

1  tan d

q

vang
v

+
−

+

 
=   

 
        (5.15) 

 

The two new variables "M" & "ang" would require 2* float of memory. The 

computational requirement of this step, involves; 2 MUL, 1 DIV, 1 ADD in addition 

to 1 SQRT calculation and 1 1  tan− calculation. For comparison purpose, we shall 

approximate the memory requirement for 1  tan−  calculation to (2T/td +1)* floats 

adding on as 4th column in the look up Table. Also, an excess of (2T/td + 1) 

comparison, approximating to (2T/td +1) SUB will also be undertaken in executing 

tan-1 calculation. Here, it is important to note that the resolution of 1  tan−  is an 

independent function to determine the "ang" value of ( ) _Cal i avg (as number of 

comparisons for 1  tan−  would be 0360  1
res

 
− 

 

, which subsequently will decide the 

accuracy for computing the reference currents. However, to achieve a high degree of 

accuracy, we can safely approximate the calculation (comparisons) of 1  tan−  based on 

the value of td. Therefore, we can safely assume res = dtω  for all practical purposes. 

The 1 SQRT calculation step can be approximated to 1 ADD, 1 SUB, and 1 DIV 

using Maclaurin series expansion method. 

The last step in fundamental positive sequence extraction includes the 

implementation of following equations: 

0

0

sin( )

sin( 120 )

sin( 120 )

sa

sb

sc

t angle

M t angle

t angle

ω

ω

ω

+

+

+

  + 
   

= − +   
   + +    

v

v

v

      (5.16) 

 

This implementation of equation 5.16 would necessitate assignment of 3*float 

variables, 3 MUL, 4 ADD, 1 SUB and 3 sine calculations. The three sine calculation 
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can be approximate to the worst case scenario of (2T/td +1) x3 SUB. The 

implementation of this stage (section 5.2.4) is summarized in Table as given below. 

 Requirements Quantification 

ADD 4T/td +9 

SUB 10T/td +8 

MUL 13 

DIV 6 

MEMORY (12T/td + 17) * float 

 

5.2.2 Summary 

The generic algorithm for overall implementation of ISC theory for reference current 

generation under unbalanced source condition is represented in the form of a 

flowchart, shown at Fig 5.4. Also, the overall memory required and computational 

involved is summarized in the Table given below. 

Requirements Quantification 

ADD 5T/td +12 

SUB 10T/td +15 

MUL 24 

DIV 11 

MEMORY (13T/td + 31) * float 
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Fig. 5. 4  Flowchart for implementation of ISC control theory under 
unbalanced source voltage condition 
 

5.3 INSTANTANEOUS REACTIVE POWER THEORY (p-q) UNDER 

BALANCED SOURCE VOLTAGE 

The Fig 5.5 depicts the overall block diagram for formulating the p-q-0 theory under 

balanced source voltage condition. The formulation of p-q theory to derive the 

reference currents, involves following equations. 
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1 1 1
2 2 2

2 1 11
3 2 2

3 30
2 2

o la

lb

lc

i i

i i

i i

α

β

                = − −            −      

      (5.18) 

The instantaneous real, reactive and zero sequence powers, denoted by p , q  and 

op  are expressed in α-β plane as: 

 
p iv v

v v iq
αβ αα β

β α βαβ

    
=    −      

      (5.19) 

0 0 0p v i= × .                         (5.20) 

In order to calculate the mean active power in α-β plane ( pαβ ), one temp variable 

is created, named pαβ . The equation of the same is as under. 

1

1

1
( )

t

t T v i v i dtTp α α β βαβ −
= +∫       (5.21) 

Generation of reference currents in α-β plane and in a-b-c plane are given in 

following equations. 
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Fig. 5. 5  Block diagram for implementation of IRP control theory under 
balanced source voltage condition 
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*

* 2 2
1f ref

f ref

v vi p p
qv vi v v

α βα αβ αβ

αββ αβ α β

  −  −   =       +   
    (5.22) 

*

* *

& *

1/ 2 1 0
2 1/ 2 1/ 2 3 / 2
3

1/ 2 1/ 2 3 / 2

fa ref fo

fb ref f ref

fc ref f ref

i i

i i

i i
α

β

     
     
  = −   
     

− −        

    (5.23) 

The implementation of this control theory under balanced source voltage 

condition involves following stages. 

• Sensing of Inputs through transducers –  , ,sa sb scv v v , and  , ,la lb lci i i  (total 6) 

• Transformation of source voltage and load current to α-β-0 domain 

• Computation of instantaneous real ( pαβ ) and reactive components ( qαβ ) of power 

in α-β domain 

• Computation of mean real power ( pαβ ) with MAF 

• Generation of instantaneous filter currents in α-β domain (
*

f refi α  and 
*

f refi β ) 

• Computation of reference currents - *
fa refi , *

fb refi , *
fc refi . 

Eqn. (5.22) and (5.23) describes the generation of ideal reference currents, 

satisfying following objectives. 

• Objective 1: All the instantaneous oscillating real power is supplied by the APF, 

i.e. p pαβ αβ−    

• Objective 2: The entire instantaneous reactive power required by the load is 

supplied by the APF. 
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5.3.1 Transformation of Source Voltage and Load Current To α-β-0 Domain 

This stage involves the implementation of (5.17 and 5.18). It would require storing a 

(3x3) constant Transformation matrix and allocation for 6 new 

variables: 0v , vα , vβ , oi , iα and iβ , thus, requiring 15*floats of memory. The 

computational requirement of this stage is tabulated as under. 

  

Arithmetic operations 

ADD SUB MUL DIV 

12 - 18 - 

 

5.3.2 Computation of Instantaneous Real ( pαβ ) and Reactive Components 

( qαβ ) of Power in α-β Domain 

This stage requires the implementation of equation 5.19, which shall necessitate one 

negation operation (element in 2nd row 1st column of matrix), accounting for 1 SUB. 

This stage would require allocation of 3 new variables, pαβ , qαβ  and - vβ , thus 

allocation of 3*float. The total computational steps including the negation operation 

are tabulated as under. 

Arithmetic operations 

ADD SUB MUL DIV 

2 1 4 - 

 

5.3.3 Computation of Mean Real Power pαβ Using MAF 

This stage requires implementation of equation number 5.21, which in discrete form is 

represented as under. 

1 ( ) ( ) ( ) ( )

'
i j k

j
p v i i i v i i i

k
A

αβ α α β β=

= −

+∑


     (5.24) 

[ ]1 '
i j k

j
p A

kαβ =

= −
∑        (5.25) 
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The implementation of the above equations necessitates declaration of an array of 

size (T/td x1), requiring T/td *floats, and an additional 1*float to save a constant T. The 

computational steps required in this stage are tabulated as under. 

Arithmetic operations 

ADD SUB MUL DIV 

T/td -1 - - 1 

 

5.3.4 Generation of Instantaneous Filter Currents on α-β DOMAIN (
*

f refi α ) and 

(
*

f refi β ) 

This stage requires the implementation of equation number 5.22, which will require 

an allocation of eight new variables (which includes memory space for 
*

f refi α  

and
*

f refi β , and a temporary variable for determinant (
2 2

v vα β+ )), thus requiring 8*float. 

The computational steps required in this stage are tabulated as under. 

Arithmetic operations 

ADD SUB MUL DIV 

3 1 6 4 

 

5.3.5 Computation of Reference Currents (
*

fa refi ,
*

fbrefi , and 
*

fc refi ) 

This stage requires the implementation of equation number 5.23, which requires 

declaration of a (3x3) matrix, which is nothing but an inverse of a constant 

transformation matrix used in (5.17 and 5.18), which again turns out to be a new 

constant matrix, and three variables for *
fa refi , *

fb refi , *
fc refi . Therefore, a total of 

12*floats of memory is required for implementing this stage. The computational steps 

required in this stage are tabulated as under. 

Arithmetic operations 

ADD SUB MUL DIV 

6 - 9 - 
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5.3.6 Summary 

The overall memory required and computational involved is summarized in the Table 

given below. 

 Requirements Quantification 

ADD T/td +22 

SUB 2 

MUL 37 

DIV 5 

MEMORY (T/td +45) * float 

 

5.4 INSTANTANEOUS REACTIVE POWER THEORY (p-q) UNDER 

UNBALANCED SOURCE VOLTAGE 

The Fig 5.6 depicts the overall block diagram for formulating the p-q theory under 

unbalanced source voltage condition. The formulation of p-q theory to derive the 

reference currents, involves following equations. 
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Fig. 5. 6  Block Diagram for (a) process of extraction of fundamental positive 
sequence voltage component (b) implementation of IRP control theory under 
unbalanced source voltage condition 
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Following equations are reproduced again for the sake of completeness, while 

implementing this theory under unbalanced source voltage condition. 

1 1 1
2 2 2

2 1 11
3 2 2

3 30
2 2

o la
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i i

i i

i i
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                = − −            −      
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Equation 5.22 and 5.23 describes the generation of ideal reference currents, 

satisfying following objectives: 

• Objective 1: All the instantaneous oscillating real power is supplied by the APF, 

i.e. p pαβ αβ−    

• Objective 2: The entire instantaneous reactive power required by the load is 

supplied by the APF. 

 

The implementation of this control theory under balanced source voltage 

condition involves following stages: 

• Sensing of Inputs through transducers –  , ,sa sb scv v v , and  , ,la lb lci i i  (total 6) 
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• Extraction of Fundamental positive sequence component of unbalanced/ distorted 

source voltages -  , ,sa sb scv v v+ + +  

• Transformation of fundamental positive sequence source voltage and load current 

to α-β-0 domain 

• Computation of instantaneous real ( pαβ ) and reactive components ( qαβ ) of power 

in α-β domain 

• Computation of mean real power ( pαβ ) with MAF 

• Generation of instantaneous filter currents in α-β domain (
*

f refi α  and 
*

f refi β ) 

• Computation of reference currents - *
fa refi , *

fb refi , *
fc refi . 

 

5.4.1 Summary of Implementation 

The overall memory required and computational involved is summarized in the 

Table given below. 

 Requirements Quantification 

ADD 5T/td +31 

SUB 10T/td +10 

MUL 50 

DIV 12 

MEMORY (13T/td +62) * float 

 

 

5.5 SYNCHRONOUS REFERENCE FRAME THEORY (d-q-0) UNDER 

BALANCED AND UNBALANCED SOURCE VOLTAGE 

The Fig 5.8 depicts the overall block diagram for formulating the d-q-0 theory under 

balanced and unbalanced source voltage condition. Based on Fig. 5.7, the formulation 

of d-q-0 theory to derive the reference currents, involves following equations. 
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Fig. 5. 7  Axis a-b-c and d-q-0 orientation 
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Fig. 5. 8  Block diagram for formulation of SRF theory 
 

The implementation of this control theory under balanced and unbalanced source 

voltage condition requires following stages. 

• Sensing of Inputs through transducers – , ,la lb lci i i  (total 3) 

• Transformation of load current to dq0 domain 

• Computing average of d-component of load current ( ldI ) using MAF. 
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• Computation of reference currents - *
fa refi , *

fb refi , *
fc refi . 

 

Eqn. 5.30 describes the generation of ideal reference currents, satisfying following 

objectives: 

• Objective 1: The oscillating d-component of instantaneous load current is supplied 

by the APF   

• Objective 2: The entire instantaneous q-component current required by the load is 

supplied by the APF. 

 

5.5.1 Sensing Input Variables 

This stage requires memory allocation for three input variables: lai , lbi  and lci , 

necessitating total  3*float memory. 

5.5.2 Transformation of Load Current to d-q-0 Domain 

The assumption made for extraction of ( ( )t iθ ω= in section 5.2.4 holds true for this 

section as well. Therefore, information on θ is provided by the inbuilt PLL block. 

This stage necessitates three Cosine calculations and three Sine calculations 

sequentially after 1 SUB and 1 ADD.  This sine and cosine calculations would 

therefore require, (2T/td +1)*3 floats and (2T/td +1) SUB for implementing Sin-Cos 

calculator as discussed in sub-sub section 5.2.4. After Sine and Cosine calculations 

the step requires allocation of 11 distinct variables that includes 7 distinct matrix 

variables (incl 1/ 2 , preloaded in decimal format), one constant ( 2
3

, preloaded in 

decimal format), and three variables for ldi , lqi , 0li . , necessitating 11*floats. These 

matrix operations require 13 MUL, 6 ADD. After removing all the redundancies in 

memory allocations and arithmetic operations, the total requirements of this stage is 

tabulated as under. 
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Requirements Quantification 

ADD 7 

SUB 2T/td + 2 

MUL 13 

DIV - 

MEMORY 6T/td + 14 

 

5.5.3 Computing Average d-Component Load Current ( ldI ) using MAF 

This stage requires implementation of equation 5.29, which necessitates a memory 

allocation of an array of size (2T/td x 1) requiring 2T/td*float. This stage also requires 

1*float for a constant (2T). The computational steps in this stage are tabulated as 

under. 

  Arithmetic operations 

ADD SUB MUL DIV 

2 T/td - 1 - - 1 

 

5.5.4 Computation of Reference Currents (
*

fa refi ,
*

fbrefi , and 
*

fc refi ) 

Analysis of this section requires implementation of equation 5.30, which requires 

allocation of four new distinct variables, necessitating 4*float memory 

( *
fa refi , *

fb refi , *
fc refi  and 1 temporary variable, accounting for 1 SUB). Calculations 

involved in computation of other elements of this equation have been performed 

already. The computational steps in this stage including 1 SUB required for the 

temporary variable are tabulated below: 

  Arithmetic operations 

ADD SUB MUL DIV 

6 1 9 - 

 

The matrix in equation 5.30 is the transpose matrix of equation 5.27. Therefore, 

while implementing this equation no new memory is allocated for this stage as 

memory addressing mode is used to optimize the memory space as there were no 

distinct values involved. 
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5.5.5 Summary 

The overall memory required and computational efforts involved are summarized in 

the Table given below. 

 Requirements Quantification 

ADD 2T/td +12 

SUB 2T/td +3 

MUL 22 

DIV 1 

MEMORY (8T/td +22) * float 

 

5.6 COMPARATIVE ANALYSIS OF CONTROL THEORIES UNDER 

DIFFERENT SOURCE CONDITIONS 

In this section, the performance of these control theories are quantified in terms of 

memory occupied and execution time involved. The Big-O analysis, which is 

generally used in solving a computer science problem when there are usually more 

than one method/ algorithm is available to solve a problem, is used here in MATLAB. 

The definition of Big-O analysis is that it measures the efficiency of an algorithm 

based on the time it takes for the algorithm to run as a function of the input size (here 

td). Finally, the performance of each control theory is represented in the form of a 

general polynomial, which can be analysed and compared based on the available 

microprocessor used for implementing the APF. Following cases are organized to 

analyze and compare the performance of these control theories in time and space 

domain: 

• Case I: Comparison of control theories under balanced source voltage 

condition. 

• Case II: Comparison of control theories under unbalanced source voltage 

condition. 
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5.6.1 Case I: Comparison of control theories under balanced source voltage 

condition 

The overall comparison amongst the control theories is represented in the form of 

Tables given below. 

 

Mathematical Operations 

ADD SUB MUL DIV 

ISC p-q d-q ISC p-q d-q ISC p-q d-q ISC p-q d-q 

T/td +3 T/td +22 2T/td +12 7 2 2T/td +3 11 37 22 5 5 1 

 

 

Memory 

ISC p-q d-q 

(T/td +12) * float (T/td +45) * float (8T/td +22) * float 

 

Big-O Polynomial: With the help of the Table given above, the total 

execution time for a particular control theory to generate the ideal reference current 

using a particular processor is represented as its Big O  polynomial, given as under: 

• Big-O (ISC): 

3 7 11 5ADD SUB MUL DIV
d

Ttotal
t

T T T T T 
 = + × + × + × + × 
 

  (5.31) 

• Big-O (p-q): 

22 2 37 5ADD SUB MUL DIV
d

Ttotal
t

T T T T T 
 = + × + × + × + × 
 

  (5.32) 

• Big-O (d-q): 

2 212 3 22 1ADD SUB MUL DIV
d d

T Ttotal
t t

T T T T T   
   = + × + + × + × + ×   
   

  (5.33) 

Overall the same is represented as: 
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( )
( )
( )

3 7 11 5

22 2 37 5

2 212 3 22 1

ADDd

SUB

MULd

DIV

d d

T
TtTtotal Sym
TTTtotal pq
Tt

Ttotal dq
TT T

t t

 
 +           = +             + +
  

 

5.6.2 Case II: Comparison of control theories under unbalanced source voltage 

condition 

The overall comparison amongst the control theories is represented in the form of 

Tables given below: 

 

Mathematical Operations 

ADD SUB MUL DIV 

ISC p-q d-q ISC p-q d-q ISC p-q d-q ISC p-q d-q 

5T/td  5T/td+31 2T/td+12 10T/td+15 10T/td+10 2T/td+3 24 50 22 11 12 1 

 

 

Memory 

ISC p-q d-q 

(13T/td +31) * float (13T/td +62) * float (8T/td +22) * float 

 

Big O Polynomial:With the help of the Table given above, the total execution time 

for a particular control theory to generate the ideal reference current using a particular 

processor is represented as its Big O  polynomial, given as under: 

• Big-O (ISC): 

5 10( ) 15 24 11ADD SUB MUL DIV
d d

T Ttotal sym
t t

T T T T T   
   = × + + × + × + ×   
   

 (5.31) 

• Big-O (p-q): 

5 10( ) 31 10 50 12ADD SUB MUL DIV
d d

T Ttotal p q
t t

T T T T T   
   − = + × + + × + × + ×   
   

 (5.32) 
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• Big-O (d-q): 

2 2( ) 12 3 22 1ADD SUB MUL DIV
d d

T Ttotal d q
t t

T T T T T   
   − = + × + + × + × + ×   
   

 (5.33) 

Overall the same is represented as. 

( )
( )
( )

5 10 15 24 11

5 1031 10 50 12

2 212 3 22 1

ADDd d

SUB

MULd d

DIV

d d

T T
Tt tTtotal Sym
TT TTtotal pq
Tt t

Ttotal dq
TT T

t t

 
 +           = + +             + +
  

 

 

5.6.3 Case Study: Implementation of Control Theories on TMS320F28377S 

processor  

The performance of the control theories in terms of their execution time is analyzed 

on TI processor - TMS320F28377S using Code Composer Studio (CCS) software. 

The Datasheet pertaining to TMS320C28x Floating Point Unit and Instruction Set are 

referred for understanding the instruction cycles involved. The results obtained by 

using the CCS on TMS320F28377S are summarized as under: 

Operations Instruction cycles Execution time per cycle (1 clock = 5nsec) 

ADD 6 clocks TADD = 30nsec 

SUB 6 clocks TSUB = 30nsec 

MUL 6 clocks TMUL =30nsec 

DIV 236 clocks TDIV = 1180nsec 

 

 

5.6.3.1 Big-O polynomial for comparison of various theories under balanced 

source conditions 

The performance of the control theories in terms of their execution time and memory 

requirement is analyzed on TI processor - TMS320F28377S. The results obtained in 

the MATLAB are plotted as Fig. 5.9 to 5.11. 
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Fig. 5. 9  Graphs depicting nature of computational efficiency of control 
theories under balanced source voltage conditions (a) Overall 
performance (b) Intersection points 
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Fig. 5. 10  Graphs depicting nature of computational efficiency of control 
theories under unbalanced source voltage conditions; (a) Overall 
performance (b) Intersection points 
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Fig. 5. 11  Graphs depicting nature of memory allocation for control theories (a) 
Overall performance under balanced source (b) Intersection of curves under balanced 
source (c) Overall performance under unbalanced source (d) Intersection of curves 
under unbalanced source  
 

5.6.3.2 Results and Discussions 

The nature of the computational efficiency versus discretisation time for different 

control theories is plotted in Fig. 5.9 and 5.10. The intersection of these curves as 

shown in Fig. 5.9(b) infers following: 

• Below the discretisation time of 168ns, the computational efficiency of different 

theories according to their rank is enlisted below: 
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  Instantaneous Symmetrical component theory takes the lowest 

computational time in implementation, thereby having - Highest 

computational efficiency, 

  p-q theory ranks next best in terms of computational efficiency, 

  d-q theory takes higher computational time amongst all, thereby 

having- Lowest computational efficiency. 

• Between the discretisation time of  168ns to 212 ns, the order of computational 

efficiency is: 

  Instantaneous Symmetrical component theory having - Highest 

computational efficiency, 

  d-q theory ranks next best in terms of computational efficiency, 

  p-q theory having - Lowest computational efficiency. 

• For any case where the discretisation time is greater than 212ns, the order of 

computational efficiency is: 

  d-q theory ranks best in terms of computational efficiency  having- 

Highest computational efficiency, 

  Instantaneous Symmetrical component theory ranks next best in terms 

of computational efficiency,  

  p-q theory having - Lowest computational efficiency. 

In case of memory allocation under balanced voltage source, Fig. 5.11(a) and 

5.11(b) infers that ISC theory has the lowest memory requirement. Memory 

requirement for implementing  p-q theory is close to ISC theory. However, in case of 

d-q theory the memory requirement is highest. 

In case of unbalanced voltage source, Fig 5.11(c) and 5.11(d), highlights that the 

memory requirement for implementing d-q theory is least against ISC and p-q theory, 

while after around 500ns of discretisation time, the difference is marginal in all the 

three theories. 
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5.7 CONCLUSIONS 

In this chapter the three different control theories were formulated when used for 

generation of reference currents for shunt APF. The theories were compared wrt the 

discretisation time to generalize the differences amongst them. The comparative study 

on TI processor - TMS320F28377S processor brings out that for a filter current 

generation when discretisation time is low (implying high accuracy), ISC theory has 

the highest computational efficiency. However, for less demanded accuracy (a high 

discretisation time) d-q theory takes on the rest theories in computational speed. Also, 

on varying the source condition to unbalanced source, dq theory has highest 

computational speed amongst all, where computational speeds of ISC and p-q theory 

are nearly the same. 

Similarly, the comparison of memory requirement in implementing the reference 

current generation algorithm under balanced source brings out ISC theory far superior 

than rest. However, in case of unbalanced source dq theory accrue more savings in 

memory from implementation point of view.  
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CHAPTER 6 

 

SIMULATION STUDIES ON DSTATCOM USING 

DIFFERENT CONTROL THEORIES 
 

 

 In preceding chapter we have discussed the formulation of different control 

theories and their application in generation of ideal reference currents for a shunt 

APF. The preceding chapters, brings out a theoretical comparison amongst the 

theories, in specific to their performance in terms of computational time and memory. 

The present chapter focuses on implementation of these control theories on 

DSTATCOM with an aim to verify the goals of compensation achieved by the 

theories when implemented on a shunt APF under the same working conditions 

(designed parameters). Consequently, transient performance of the theories is also 

compared when implemented on time varying load, however, without DSTATCOM.  

 

6.1 SIMULATION STUDIES 

MATLAB simulink model of three phase DSTATCOM is as shown in Fig. 6.1 is 

developed to perform the simulation studies. The system parameters used for carrying 

out the studies are tabulated in Table 6.1. In order to verify the functionality of the 

control theories on the DSTATCOM, following objectives of compensation needs to 

be performed: 

• The primary aim of compensation is to obtain the balanced source currents 

• Source must supply the load active power and the losses of the DSTATCOM in 

Power factor correction (PFC) mode i.e * * *
losslavP P sa la sb lb sc lcv i v i v i= = + + . In PFC 

mode the supply currents have zero phase shift wrt PCC voltage i.e β= 0. This also 

implies that the entire requisite reactive power demand of the load is met by the 

DSTATCOM 

• In case of non-linear loads, harmonics reduction and neutral current elimination. 
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Fig. 6. 1  Schematic diagram of a DSTATCOM based three-
phase four-wire compensated system 

 

In order to obtain a comparative evaluation amongst the theories, following 

system conditions are considered and followed throughout, while simulating all the 

control theories on DSTATCOM. 

• Three phase four wire system. 

• Split capacitor, three leg VSI topology. 

 
Table 6. 1  Simulation parameters 

 

Source parameters ▪ Vrms (L-L) = 400 V, 50 Hz 

Load parameters at 

50Hz 

▪ Unbalanced Load (phases a, b and c) 

20+j15.8 Ω, 30+j20 Ω & 454+j18.85 Ω 

▪ Non-Linear Load 

Three-phase Diode Bridge with 

load of RL=30 Ω and LL=40mH 

Interface 

inductances 
▪ Lf = 15 mH,   ▪ Rf = 0.3 Ω  (all phases) 

VSI parameters 
▪ Cdc1 = Cdc2 = 3,300 µF    

▪ Vdcref =1100 V 

Hysteresis band ▪ 0.05 A 

PI controller ▪ PI gains; Kp = 12, Ki = 0.02 
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• Fixed Hysteresis current control strategy. The schematic of the same is shown at 

Fig. 6.2. This is chosen because of following advantages: 

 Simpler implementation 

 Enhanced system stability 

 Increased reliability 

  Fast response. 

 

A hysteresis band (± h) within which actual current has to be tracked is fixed to 

0.05A. The narrower the band (smaller value of h) the more accurate is the tracking. 

But this also results in higher switching frequency, resulting higher switching losses.  

• MAF is used to compute the average components of power or current 

components, whenever required. 

iss

if

il

Lf

Vdc

Rf

if ref

LOAD

if ef Switching 
PulsesFixed Band

Hysteresis 
Controller

VSI

PCC

 

Fig. 6. 2  Block diagram of a fixed hysteresis band 
current controller 

 

6.2 SIMULATION STUDIES OF ISC THEORY WHEN IMPLEMENTED ON 

DSTATCOM 

Eqn. (5.4) used for reference current generation are modified to (6.1), in order to 

accommodate the active losses in the inverter (Ploss). Here the source power factor can 
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be set to any desired value. However, for simulation purpose the same has been taken 

as unity (γ=0).  The reference shunt filter currents to be injected at the PCC for phases 

a, b and c is therefore given by, 

0
2 2 2

- -  ( )sa s
fa ref la lav loss

sa sb sc

v vi i P P
v v v

= +
+ +

 

0
2 2 2

- -  ( )sb s
fb ref lb lav loss

sa sb sc

v vi i P P
v v v

= +
+ +

                        (6.1) 

0
2 2 2

- -  ( )sc s
fc ref lc lav loss

sa sb sc

v vi i P P
v v v

= +
+ +

 

 

The term Plav in (5.3) is obtained using MAF of one cycle window to ensure good 

dynamic response as compared to low pass filters. Ploss is generated through a 

suiTable feedback control. Here this is achieved by using a simple proportional-plus-

integral (PI) controller of the following form. 

    v vloss p iP K e K e dt= + ∫
               (6.2) 

where, ev = Vdc ref - Vdc, Vdc ref  and Vdc are the values of the capacitor voltage reference 

and its value at the end of a cycle of phase-a system voltage respectively.  
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load power 
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PI controller
 Using (6.2) 

+
+
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current 
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i
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i f
a
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V dc 
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sav
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Fig. 6. 3  Overall block diagram for generation of switching pulses 
 



 117 

Here the switching commands for the inverter switches are generated using 

hysteresis band current control method. The algorithm used for generating gating 

pulses for the VSI shown in Fig. 6.3 is as follows: 

If if  ≥  if ref  +  h,   

      bottom switch is turned ON whereas top switch is turned OFF, 

else if  if  ≤  if ref  –  h,   

      top switch is turned ON whereas bottom switch is turned OFF, 

else if,   

      maintain previous state, 

end. 

 

In order to achieve the objectives of compensation first an unbalanced linear load 

is compensated followed by a non-linear load. The simulation results obtained on 

compensation of both type of loads are given at Fig 6.4 and 6.5. The results elucidates 

that the primary aim of compensation has been met as shown in Fig 6.4(c) and Fig 

6.5(c). In addition, unity power factor is also obtained. 
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Fig. 6. 4  Simulation results for unbalanced load (a) Voltages at PCC (ii) Load 
currents (iii) Compensated Source currents 
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Fig. 6. 5 Simulation results for Non-Linear load (a) Voltages at PCC (b) Load 
currents (c) Compensated Source currents (d) THD in source current 

 

6.3 SIMULATION STUDIES OF p-q THEORY WHEN IMPLEMENTED ON 

DSTATCOM 

Keeping the simulation parameters same as what mentioned in Table 6.1 and the 

system conditions, the results obtained after implementing the p-q theory on 

DSTATCOM are given at Fig 6.6 and 6.7, respectively. 
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Fig. 6. 6 Simulation results for unbalanced load (a) Voltages at PCC (b) Load 
currents (c) Compensated Source currents  
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Fig. 6. 7 Simulation results for non-Linear load (a) Voltages at PCC (b) Load 
currents (c) Compensated Source currents (d) THD in source current 

 

6.4 SIMULATION STUDIES OF d-q THEORY WHEN IMPLEMENTED ON 

DSTATCOM 

Keeping the simulation parameters same as what mentioned in Table 6.1 and the 

system conditions, the results obtained after implementing the d-q theory on 

DSTATCOM are given at Fig 6.8 and 6.9, respectively. In addition a 3-phase PLL 

block is also used to derive the information of ‘ tω ’, used in Park's transformation 

matrix. 
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Fig. 6. 8  Simulation results for unbalanced load (a) Voltages at PCC (b) Load 
currents (c) Compensated Source currents  
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Fig. 6. 9  Simulation results for non-Linear load (a) Voltages at PCC (b) Load 
currents (c) Compensated Source currents (d) THD in source current 

 

The % THD in the source current after compensation is tabulated in Table 6.2, 

which highlights that all the three theories have successfully restricted the harmonics 

within the stipulated limits if IEEE- 519. 
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Table 6. 2  %THD with and without compensation 
 

%THD in source currents ISC p-q d-q 

Without compensation 13.93 13.93 13.93 

With compensation 3.64 2.47 2.99 

 

6.5 TRANSIENT PERFORMANCE ANALYSIS OF CONTROL THEORIES 

WHEN IMPLEMENTED AS SHUNT APF 

In order to analyze the performance of the control theories with time varying loads a 

transient model of the load is simulated. As shown in Fig 6.10 step changes in load 

are introduced symmetrically each after 0.5ms and in a worst case one of the phase is 

open circuited at 1.5ms to analyze the transient performance.  
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Fig. 6. 10 Step changes in load 

 

6.5.1 Simulation Study of Time Varying Load with ISC Theory  

Fig. 6.11 gives the transient performance of the ISC theory by introducing step 

changes in the load as per step changes in load. 
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Fig. 6. 11  Transient response of time varying load (b) Overall response to step change  
(c) Response to linear, unbalanced load (d) Response to non linear load (e) Response to 
short circuit fault in one phase 

 

6.5.2 Simulation Study of Time Varying Load with p-q theory  

Fig. 6.12 gives the transient performance of the p-q theory by introducing step 

changes in the load as per Figure 6.10. 
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Fig. 6. 12 Transient response of time varying load with p-q theory(b) Overall 
response to step change (c) Response to linear, unbalanced load (d) Response to 
non linear load (e) Response to short circuit fault in one phase 

 

6.5.3 Simulation Study of Time Varying Load with d-q theory  

Figure 6.13 gives the transient performance of the d-q theory by introducing step 

changes in the load as per Figure 6.10. 
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Fig. 6. 13 Transient response of time varying load with d-q theory(b) Overall 
response to step change (c) Response to linear, unbalanced load (d) Response to 
non linear load (e) Response to short circuit fault in one phase 

 

The performance of the theories with a time varying load has been compared in 

terms of their response time to track the change and it was found that the transient 

response of the theories was instantaneous with a response time given in Table 6.3. 
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Control theory 
Response to step change from linear, balanced load to 

Linear, unbalanced Non linear Short circuit in one phase 

ISC 10ms≥  10ms≥  10ms≥  

p-q 10ms≥  10ms≥  10ms≥  

d-q 20ms≥  20ms≥  20ms≥  
 

6.6 CONCLUSIONS 

The performance of the control theories in achieving the compensation goals has been 

verified on DSTATCOM and compared with respect to the %THDs obtained. The 

three theories have successfully mitigated the harmonics in the load current to the 

stipulated limits. The transient performance of the theories was more or less same 

with a response time varying from 10 ms to 20 ms. The delay period due to the time 

taken in tracking the fundamental component will actually attribute in the equivalent 

amount of power dissipation in the inverter switches, when realized and therefore will 

result in certain percentage of power loss per load cycle. 

Table 6. 3  Comparative analysis with time varying load  
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CHAPTER 7 

 

CONCLUSIONS 
 

 

7.1 SUMMARY 

Concerns of power quality problems, especially for sensitive loads are well known 

challenge for the power quality engineers. The integration of microgrid and renewable 

energy sources with the help of power converters is propounding this problem day by 

day. Thus, pushing us to know more about their control techniques so as to optimize 

their performance, both in terms of time and memory involved.  

As part of the M.Tech project this thesis has described the need of understanding 

the existing control theories in a deeper sense and to present a comparative analysis in 

terms of their performance. The important results/ inferences drawn out of this work 

are enumerated as under: 

• The performance of the theories is purely dependent on the discretisation time 

involved, which actually depends on the accuracy desired. 

• In a practical case, where the grid is balanced and sinusoidal, the ISC theory 

performs far better than rest, both in terms of computational efficiency and 

memory requirement. However, when the scenario changes with unbalance and/ 

or distorted source supply, dq theory takes over the rest due to its inherent 

property of using PLL but the difference in terms of speed and memory 

requirement is marginal after certain discretisation time i.e, when accuracy is 

reduced. 

• As far as the transient performance of the three theories is concerned, the 

performance found is more or less same with a delay varying from 10 ms to 20 

ms. 
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7.2 SCOPE FOR FUTURE WORK 

The comparative study of the control theories was performed for reference current 

generation for a shunt APF. However, the scope of future research which may be 

planned to: 

•  Optimization of selected signal processing algorithms related to specific 

applications for mitigating power quality problems on the lines of embedded 

system designing. 

•  The comparative study may be performed on other topologies of APF, like 

DVR and UPQC to derive overall better understanding in designing and 

optimizing an active filter for selected processor. 

•  The transient studies may be performed on various existing or modified 

practical filters to compute overall delay in response, thereby to deduce the 

equivalent amount of power dissipation occurred in the inverter switches and 

therefore the resulting power loss per load cycle. 

•  The scope of this comparative study on control theories may be increased to 

cover other modified versions of these theories or other harmonic extraction 

algorithms like, Non linear Least Squares Approach (NLS method). 
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APPENDIX "A" 

 

A PROCESS OF POSITIVE SEQUENCE EXTRACTION [83] 

 

The alternate method implemented in this thesis is described below. The positive 
sequence of source voltages can be extracted from the instantaneous source voltages 
by the following equation. 

0

2
1

2

2

1 1 1
1 1
3 1

sa

sb

sc

v v

v a a v
a a

v v

   
           =          
      

      (A.1) 

In case the source voltage has harmonics (or distortions) it would be imperative to 

extract the fundamental component of positive sequence for the implementation of 

control theories. For this the positive sequence voltages are inherently converted to dq 

reference frame and processed through a MAF to extract the fundamental part. This 

fundamental source voltage in dq frame is converted back to abc frame to finally 

obtain the fundamental positive sequence source voltage, via an indirect inverse 

matrix computation as described in succeeding equations. 

2
1

1 ( )
3 a b cv v av a v= + +         (A.2) 

2

( )

1  ( ) ( ( )  ( )  ( )) (sin ( ) co s ( ))
3 sa sb sc

isa

Cal i v i av i a v i wt i j wt i

v+

= + + +


  (A.3) 

(A.3) on simplification reduces to ( )1  ( )
2 d qCal i v jv= + , where 
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cos cos( 120 ) cos( 120 )
2 sin sin( 120 ) sin( 120 )
3

a
d o o

o o
b

q

c

v
v

v
v

v

θ θ θ
θ θ θ

 
    − +       = − +              

   (A.4) 

This instantaneous positive sequence voltage in dq reference frame is paced through a 

MAF, if it has harmonics (distortions). The output of MAF is (A.5) 

( )1  ( ) _
2 d qCal i avg v jv= +       (A.5) 

The output of (A.5) is devoid of any harmonics (distortions) and has the information 

of fundamental positive sequence of source voltages in d-q frame only. This is 

converted back to abc frame of reference for the implementation of control theories as 

shown below. 

_

_

cos sin
2 2 2cos( ) sin( )3 33

2 2cos( ) sin( )3 3
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q
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t tv vv t t
v v

t t

ω ω
π πω ω

π πω ω
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    
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   (A.6) 

Here,  

( )2  cos sin
3a q dv v t v tω ω= +       (A.7) 

2 2

2 2 2 2
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d q d q
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where,  
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2 2
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Re-writing the (A.9) for all the three voltage components in polar form gives 

(A.10).  
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