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ABSTRACT 
 
 

Underwater image processing is in great demand, while the research is far from 

enough. The unrestricted natural environment makes it a challenging task. Deep 

Learning methods are the state-of-the-art machine learning techniques used for the 

underwater imaging for the age of big data. As they are data-driven techniques, 

there is a need for a much generalised underwater dataset to carry out experiments. 

In this report I have presented my work in the direction of creating a simulated 

underwater dataset to be used for experiments. 

 

 

 

 

 

 

 

 

 

 

 



 

TABLE OF CONTENTS 

 
ACKNOWLEDGEMENTS 

ABSTRACT 

1. Introduction 

2. Prior Work 

3. Transforming aerial images to underwater images 

4. Conclusion and Future Work 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER 1 

Introduction 
 

Underwater imaging is a prominent field of Computational Photography. It 

focuses on several challenging problems posed by underwater images such as 

dehazing, deskewing, decolorization etc., There have been several papers 

published to address these challenges using deep learning methods. The accuracy 

and the re-usability of these methods very much depends on the right dataset used 

for evaluating underwater image restoration methods.  

 

To fulfill this need there have also been papers published to actually produce 

simulated datasets. These impose several specific initial conditions such as 

controlling the image degradation, or a particular type of surface waves applied or 

a particular type of haze applied or the depth of the images considered etc., 

Therefore the datasets generated through these methods will be very specific to the 

initial conditions.  

 

There are some deep learning related papers which address this problem to 

some extent. Some of them are discussed in further sections. They either propose a 

method to transform an underwater image directly into a decolorized or dehazed 

version, or they simulate a dataset using some specific test samples and train a 

network with that dataset so that they can be applied to test samples.  

The challenge with obtaining the generalised underwater dataset is that we 

cannot get the ground truth for the underwater images directly. We need to either 



simulate them with initial conditions as I have previously mentioned or find ways 

to obtain the dataset with ground truths, because deep learning methods very well 

require the ground truths of the images to train the networks. 

 

I have therefore taken up this as my problem statement to create a 

generalised underwater dataset with ground truths (their aerial versions). I have 

discussed in chapter 3 about my work in detail as an application of cycleGAN and 

of some papers which use cycleGAN for their work. In the next chapter I will 

discuss about the prior works which inspired me to move further. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER 2 

Prior Work 

 
In this chapter I will briefly discuss the prior works carried out in the direction of 

creating underwater datasets. 

2.1 A paper by OCEANS-2016, Shanghai [1]: 
In this paper they try to particularly make an experimental setup to produce 

an environment to control image degradation and then obtain the dataset for aerial 

objects which are submerged in water. 

 

The main features of this paper are: 

➢ They control the property of ​turbidity​ in regard to image degradation. 

➢ They apply these conditions on the scenario of 3D objects which represent 

the seabed characteristics. 

   Fig 2.1 3D Turbid dataset sample images with different turbidity levels​        Image courtesy [1] 

The problems with this approach are: 

➢ The dataset formed is only to specific objects submerged in water.  

➢ And only the property of turbidity is taken into account. There is no 

generalised dataset. 

 



2.2 WaterGAN: 

It a generative adversarial network (GAN) for generating realistic underwater 

images from in-air image and depth pairings in an unsupervised pipeline used for 

color correction of monocular underwater images.  

The main features of this work are: 

➢ It uses monocular underwater image samples for training the rgb-d dataset. 

➢ Generates synthetic underwater images 

➢ Can be applied to train a network for testing on specific test samples. 

 

Fig 2.2 WaterGAN Architecture Image courtesy [2] 

 

Till now I have presented the work done by OCEANS-2016 and WaterGAN. In the 
next chapter we will see how I have taken the work further. 

 



CHAPTER 3 

Transforming aerial images to underwater images 

3.1 WaterGAN: 

 
 

    Fig 3.1 WaterGAN Overview Image courtesy [2] 

 

In WaterGAN, they used the sample underwater images from single video 

taken at a place. And then when the synthetic images are created they trained a 

network to decolourise specific test samples of underwater images. 

 

We thought of using a generalised dataset of underwater images with 

variegatedness in haze, color, turbidity and location etc., in place of the sample 

underwater images from a single video. But when we performed the experiment 



with the WaterGAN code and with the same given datasets and configuration, the 

result is shown below. 

 

 
Input aerial image                            Synthetic underwater image 

                   Fig 3.2 WaterGAN experiment result sample 
 

We could not produce even the synthetic underwater images as proposed in 

the paper. There is no clear colorization and most of the green color is concentrated 

at the center only. So we moved further for some other ways to generate datasets. 

 

 

 

 

 

 

 

 

 



3.2 CycleGAN: 

CycleGAN is an adversarial network which is used for image style 

transformations. 

 

 

 

        Fig 3.3 CycleGAN framework and a sample style transform (horse → zebra) 

Image courtesy [3] 

 

This takes in two datasets of different style images (ex. Horses and Zebras) 

and convert them from one to another and then convert back cyclically to generate 

the original images again.  

Inspired by “Emerging from Water” [4], which used cycleGAN  with SSIM 

loss to decolorize the underwater images, we used this approach by giving one set 

of aerial images from any rgb-d dataset and another set of random underwater 

images to generate a dataset. We collected around 1700 such images from net and 

trained the network without SSIM loss. The results obtained are as follows: 



3.3 Results:  
Without SSIM loss factor: 
 
Aerial Images 

 
 

 

 

 

 

 

 

 

 

Underwater Images 

But the results are not preserving the structure of original ground truth aerial 

images. So we improved the images with including SSIM loss factor.Below is the 

formula for SSIM loss and total loss factors included. 

SSIM Loss: 

 
Total Loss: 



With SSIM loss factor: 
 

Aerial images 

 
 
 
 
 
 

Underwater images 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



CHAPTER 4 

Conclusion and Future Work 

 
We tried to use WaterGAN, but the results of the code for the given 

configurations itself are not proper. So we being inspired by “Emerging from 

Water” used CycleGAN with aerial images and randomly collected underwater 

images. The results obtained without SSIM loss are not so desirable. So we 

introduced SSIM loss with varying weightage to produce the depicted results. 

 

Although we have successfully produced some desirable output samples, we 

do not have a dataset as a whole ready yet. There is a lot of work to be carried out 

in this direction for future scope. 
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