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ABSTRACT

KEYWORDS: Random Access, Pure ALOHA, Slotted ALOHA, Diversity Slotted ALOHA,

Contention Resolution Diversity Slotted ALOHA, Interference Cancellation, Packet

Loss Ratio

Although the implementation of Demand Assignment Multiple Access (DAMA) Medium

Access Control (MAC) protocol results in an efficient usage of the available band-

width, Random Access (RA) schemes have always been a popular solution for wire-

less networks. ALOHAnet, now called Pure ALOHA, was the first such scheme used

for wireless packet data network. Among the random access technologies, Slotted

ALOHA (SA) has been widely used in satellite communication networks as initial

access scheme. The last decade has seen a lot of improvements and enhancements

in the SA protocol. The most popular among such enhancements are the Diversity

slotted ALOHA (DSA) and Contention Resolution Diversity Slotted Aloha (CRDSA)

schemes. DSA, as introduced in Choudhury and Rappaport (Mar. 1983), utilizes burst

repetition of packets, leading to a better delay performance and lower Packet Loss Ra-

tio (PLR) compared to the SA scheme at low normalized loads. A more efficient use of

burst repetition is in CRDSA introduced in E. Casini and del Rio Herrero (Apr. 2007),

which uses successive Interference Cancellation (IC) schemes to significantly improve

the throughput, delay and PLR performances even under much higher normalized load

conditions compared to DSA. In this work, we analyze the SA protocol and its im-

proved versions (DSA and CRDSA) in detail and evaluate various performance mea-

sures of these schemes. We first perform simulations to affirm the existing results in

the above mentioned works and then go on to perform new simulations to bring to light

other important novel details about the performance of these schemes. We demonstrate

the impact of various parameters on these performance measures and proceed to find

out the ideal values of the parameters under the simulation conditions.
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CHAPTER 1

INTRODUCTION

The ALOHA protocol is a Random Access Protocol implemented on the Medium Ac-

cess Control (MAC) layer that decides which one among multiple competing stations

gets to access the multi-access channel next. Pure ALOHA and Slotted ALOHA (SA),

the first variants of the ALOHA protocol were proposed more than 35 years ago. They

differ mainly in the aspect that the time in pure ALOHA is continuous while it is dis-

crete in slotted ALOHA. Ever since the introduction of SA, a lot of enhancements to the

protocol have been proposed. The most important among them are the Diversity Slot-

ted ALOHA (DSA) and Contention Resolution Diversity Slotted ALOHA (CRDSA)

schemes which lead to improved performance compared to the classic SA protocol.

1.1 Pure ALOHA

ALOHAnet, also known as the ALOHA System and now known as Pure ALOHA, be-

came operational in June 1971, resulting in the first public demonstration of a wireless

packet data network. The primary usefulness of ALOHAnet was its use of a common

shared medium for client transmissions. ALOHAnet’s solution was to let each client

send data whenever it had new data to send without any restrictions. To mark success-

ful transmissions and deal with collisions, ALOHAnet had an acknowledgement/re-

transmission scheme. This method of data transmission significantly lowered the com-

plexity of the protocol and networking hardware, since the client nodes do not need to

interact with each other to negotiate who is allowed to send data. This solution became

known as a pure ALOHA, or random-access channel, and was the basis for subsequent

Ethernet development and later Wi-Fi networks.



1.2 Slotted ALOHA

Slotted ALOHA (SA) is a contention-based medium access scheme that is widely in

use today. It was one of the earliest such schemes to be proposed. In a pure ALOHA

system, a terminal can start transmission over a channel as soon as it has a ready packet

to transmit. If a collision occurs, it waits for a random amount of time before re-

transmitting. In contrast, there are discrete timeslots in the SA protocol and a terminal

is allowed to transmit only at the beginning of a timeslot, thereby reducing the number

of collisions and increasing the maximum throughput. The transmission is successful

if and only if no other terminal attempts to use the channel during the same time slot.

Collision occurs if multiple client nodes try to transmit in the same slot. In such case,

all the collided packets need to be re-transmitted in the subsequent slots after waiting

for a random number of slots. The major use of SA is in low-data-rate tactical satellite

communications networks by military forces, in subscriber-based satellite communi-

cations networks, mobile telephony call setup, set-top box communications and in the

contact-less RFID technologies.

1.3 Diversity Slotted ALOHA

Although SA offers the advantage that it requires little coordination among users, an

average packet will have to be sent multiple times before success. This is because of

the possible collisions that occur among packets at times. In satellite SA systems, this

causes large packet delay. Hence, a generalization of SA random access scheme called

Diversity Slotted ALOHA (DSA) has been introduced in Choudhury and Rappaport

(Mar. 1983) wherein a user transmits a random number of copies of the same packet

on a single high speed channel, at time instants spaced randomly (time diversity). It

has been found that under the conditions of low traffic, the Diversity Slotted ALOHA

(DSA) scheme gives better delay performance. Typically, when it is specified that the

probability of a packet transmission failing a certain number of times should not exceed

a time limit, a higher throughput can be obtained using multiple transmission. For satel-

lite propagation systems with large round trip propagation delays, this is a reasonable

requirement and hence, DSA has been considered for this.
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1.4 Contention Resolution Diversity Slotted ALOHA

Contention Resolution Diversity Slotted ALOHA (CRDSA) is an improved version

of the SA and DSA schemes and has much better throughput and delay performances for

considerable traffic load. This schems has been introduced in E. Casini and del Rio Herrero

(Apr. 2007). Similar to DSA, the users transmit multiple replications of packets in

CRDSA as well. However, the most important and novel feature of CRDSA is that

the collided packets can be resolved by using successive interference cancellation (SIC)

techniques. In this way, CRDSA largely outperforms the classical SA and DSA schemes.
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CHAPTER 2

Pure ALOHA

2.1 Introduction

The development of the ALOHA system began in 1968 by Norman Abramson and his

colleagues at the University of Hawaii with an aim to connect several computers in the

Hawaiian islands with a central computer located at the main Oahu campus using low-

cost radio transmission equipment. In the pure ALOHA protocol, a station is allowed

to transmit as soon as the packet to be sent is ready without checking if the channel is

free. Since two or more stations might try to transmit packets at the same time instant,

there is a possibility of collision of packets which would lead to the loss of the data

packets. If a data packet is successfully transmitted, that is, no collision occurs, an

acknowledgement is sent to the station.

Figure 2.1: Pure ALOHA

Source: Difference between pure and slotted ALOHA

When there is a collision and the data frame is lost, the station re-transmits the data

after waiting for a random time interval. The waiting time is made random so as to not

https://techdifferences.com/difference-between-pure-aloha-and-slotted-aloha.html


let the same collisions repeat during re-transmission. Maximum throughput for pure

ALOHA is obtained when all the data frames have the same length.

Since a transmitting station does not check whether the channel is free before it

sends a data packet, the probability of collisions is very high and data needs to be re-

transmitted. Due to this, the channel capacity is not used up to 100%. The time interval

for which a station waits before re-transmitting affects the probability of a collision

occurring and vice versa. These two factors determine the efficiency with which the

channel is used. This implies that the efficiency of the protocol, the usage of chan-

nel capacity and the predictability of its behaviors are greatly affected by the back-off

scheme employed.

The pure ALOHA protocol can be summarized as below:

• If there is a data packet to be sent, send it.

• If data from any other station is received while the data is being sent, it implies a

collision has occurred and the data packet is "lost". In this case, wait for a random

amount of time before re-transmitting the data packet.

2.2 System Model

The efficiency of a pure ALOHA scheme can be determined by estimating the rate at

which frames are transmitted without collision, which is the throughput of the system.

In order to simplify the estimation, the following assumptions are made:

• The frames are all of uniform length

• A frame cannot be generated by a station which is currently sending a frame or

trying to transmit one.

• The number of stations that attempt to transmit follows a Poisson distribution.

This includes the stations trying to send new frames as well as stations attempting

to re-transmit lost frames.

Let “T” be the time it takes to transmit one data frame through the channel. Let

a "frame-time" be defined as a time interval equal to T . In any given frame-time, let

there be “G” number of stations trying to transmit on an average, i.e., the mean value

of the Poisson distribution over transmission-attempt amounts. Thus, G is the rate of

the transmission-attempts.
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For the successful transmission of a frame to occur, if a station starts transmitting

at a given time instant, say “t”, the remaining stations should not transmit till one time

frame beginning at t. That is, the other stations should transmit only after the (t+ T )th

instant.

Figure 2.2: Overlapping frames in the pure ALOHA protocol. Frame-time is equal to 1

for all frames.

Source: Wikipedia

Since the number of transmission attempts in a single frame-time is Poisson dis-

tributed, the probability that there are k stations trying to transmit in a particular time

frame is:

Probkpure,1 =
Gke−G

k!
(2.1)

The average amount of transmission-attempts for 2 consecutive frame-times is 2G.

Hence, the probability that there are k stations trying to transmit in two consecutive

frame-times is:

Probkpure,2 =
2Gke−2G

k!
(2.2)

The probability that a transmission at time t is successful is essentially the proba-

bility that zero transmissions occur in the time interval from (t − T ) to (t + T ). This

can be found out by plugging in zero for the value of k in the equation (2.2). Hence, the

probability (Probpure) of a successful transmission becomes :

Probpure = e−2G (2.3)

The throughput of the system is the rate at which successful transmissions occur

6
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which is equal to the product of the rate of transmission-attempts and the probability of

a success. The throughput (Spure) is given by:

Spure = Ge−2G (2.4)

From the above equation, it is clear that the maximum possible throughput of the

pure ALOHA system occurs when the value of G is 0.5. The throughput corresponding

to G = 0.5 is 0.5/e frames per frame-time, which is approximately 0.184 frames per

frame-time. In other words, only about 18.4% of the total transmission time is used for

successful transmissions in pure ALOHA.

2.3 Simulation results
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Figure 2.3: Plot of throughput vs traffic offered for Pure ALOHA protocol

Fig. (2.3) displays the simulation plot obtained by the implementation of Pure

ALOHA protocol in MATLAB. The plot shows the variation of normalized throughput

against the normalized traffic offered. As evident from the plot the throughput initially

increases with the traffic offered, reaches a maximum value, and then decreases there-

after. When the offered traffic is very low, the resources are under-utilized meaning that

most of the times the channel remains idle which results in lower throughput. A very

7



high value of traffic offered would result in a lot of collisions and hence dropping and

re-transmission of frames which again leads to lower throughput.

From Fig. (2.3), it is clear that maximum throughput for Pure ALOHA protocol

is 18.08% and is obtained at G = 0.4862 which is very close to the theoretical values

derived in section (2.2).

Such a low value of maximum throughput in Pure ALOHA clearly indicates that

it is a primitive protocol which does not use the resources efficiently which leads to a

wastage of time. A significant improvement to Pure ALOHA is Slotted ALOHA which

uses discrete timeslots for frames transfer and increases the maximum throughput.
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CHAPTER 3

Slotted ALOHA

3.1 Introduction

The slotted ALOHA (SA) protocol was introduced in 1972 as an improvement to the

pure ALOHA protocol. In the SA protocol, time is divided into discrete intervals, each

equal to the length of a frame. Each of these discrete intervals is called a time slot.

Slotted ALOHA does not allow the transmission of data whenever the station has the

data to be send. A station is allowed to transmit only in the beginning of a time slot,

as opposed to transmitting whenever there is a data frame ready to be sent in the pure

ALOHA scheme. If a station “misses” a slot by not being able to place the data packet

into the data channel in the beginning of a time slot it can only transmit in the beginning

of the next time slot. When a collision occurs and the frame is lost, the station re-

transmits in the beginning of a subsequent slot after waiting for a random amount of

time.

Figure 3.1: Slotted ALOHA

Source: Difference between pure and slotted ALOHA

https://techdifferences.com/difference-between-pure-aloha-and-slotted-aloha.html


Slotted ALOHA was proposed to increase the efficiency of pure ALOHA since the

probability of collision in pure ALOHA is very high. The possibility of collisions still

persists in slotted ALOHA and occurs when two different stations try to transmit in the

beginning of the same time slot as shown in Fig. (3.1). The advantage with slotted

ALOHA is that the chances of collisions are reduced to one-half as compared to pure

ALOHA.

The procedure for slotted ALOHA can be summarized as below:

• If a data packet is ready to be transmitted at the beginning of a slot, send it.

Otherwise, wait for the beginning of the next time slot to transmit.

• If a collision occurs, wait for a random amount of time and re-transmit in the

beginning of the next slot.

3.2 System Model

The main assumptions made in the SA protocol are that all the nodes are synchronized

and know when each slot begins, and if a collision occurs in a time slot, it is detected by

all the stations before next time slot begins. Let “G” be the average number of attempts

of transmission in a single timeslot (frame-time), that is, it is equal to the mean of the

Poisson distribution governing the transmission-attempt amounts.

Unlike the previous case of pure ALOHA, here, we need to consider only one time

slot (frame-time) and not 2 consecutive frame-times since collisions can occur only

within a time slot. Therefore, the probability of no collisions taking place, or the prob-

ability that no other station attempts to transmit in the same time slot is given by:

Probslotted = e−G (3.1)

The probability that a frame takes exactly k attempts to get successfully transmitted

is obtained by multiplying the probability of one successful attempt and k − 1 unsuc-

cessful attempts as given by:

Probkslotted = e−G(1− e−G)k−1 (3.2)

10



The throughput can be calculated as the rate of transmission-attempts multiplied

by the probability of success, and it can be concluded that the throughput (Sslotted) for

slotted ALOHA protocol is:

Sslotted = Ge−G (3.3)

From the above equation it can be clearly seen that the maximum throughput occurs

when G is equal to 1 and is equal to 1/e (0.368) frames per time slot. This implies that

in slotted ALOHA successful transmission occurs for 36.8% of the total time.

3.3 Simulation results
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Figure 3.2: Plot of throughput vs traffic offered for Slotted ALOHA protocol

Fig (3.2) displays the simulation plot obtained by the implementation of Slotted

ALOHA protocol in MATLAB. The plot shows the variation of normalized throughput

against the normalized traffic offered per time slot. The plot has similar behavior as

Pure ALOHA. However, as evident from the plot, the maximum throughput for slotted

ALOHA protocol is 36.39% and is obtained at G = 0.9656 which is very close to the

theoretical values derived in section (3.2).

Fig (3.3) shows the variation of mean delay against the normalized traffic offered.
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Figure 3.3: Plot of mean delay vs traffic offered for Slotted ALOHA protocol

Mean delay is the average delay measured in terms of number of slots for a frame to

be successfully transmitted (acknowledged) from the moment it is ready at the source.

As the offered traffic increases, more and more collisions and re-transmissions occur.

Hence, the mean delay also increases. As evident from the Fig (3.3), this increase in the

mean delay is almost linear with the increase in traffic offered.

0.02 0.04 0.06 0.08 0.1 0.12 0.14

1/(Mean Delay)

0.1

0.15

0.2

0.25

0.3

0.35

T
h
ro

u
g
h
p
u
t

Slotted ALOHA

Figure 3.4: Plot of throughput vs 1/(mean delay) for Slotted ALOHA protocol

The maximum throughput occurs at G = 1 and is almost equal to 36%. However, the

12



mean delay at G = 1 is equal to 70 slots. There is a clear trade-off between throughput

and delay for G < 1. A higher throughput would result in a greater average delay.

Fig. (3.4) shows the throughput-delay trade-off. It shows the plot of throughput

against 1/(mean delay). Lower values of delay would result in higher values of 1/(mean

delay). As evident from Fig. (3.4), higher values of 1/(mean delay) would result in

lower throughput and hence the trade-off.

3.4 Comparison of Pure and Slotted ALOHA
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Figure 3.5: Plot of throughput vs traffic offered for Pure and Slotted ALOHA protocols

Fig. (3.5) shows the comparison of throughput vs traffic offered for pure and slot-

ted ALOHA protocols. As evident from the figure, maximum throughput for slotted

ALOHA (≈ 36%) is almost double than that for pure ALOHA (≈ 18%). Also, maxi-

mum throughput for slotted ALOHA occurs at G = 1 whereas for pure ALOHA occurs

at G = 0.5.
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The following comparison table lists the main differences between pure and slotted

ALOHA protocols:

Basis For Comparison Pure ALOHA Slotted ALOHA

Frame Transmission The user can transmit the

data frame whenever the

station has the data to be

transmitted.

The user has to wait till

the next time slot start, to

transmit the data frame.

Time In Pure ALOHA the time

is continuous.

In Slotted ALOHA the

time is discrete.

Successful Transmission The probability of suc-

cessful transmission of the

data frame is: S = Ge−2G

The probability of suc-

cessful transmission of the

data frame is: S = Ge−G

Throughput The maximum throughput

occurs at G = 1/2 which is

18%.

The maximum throughput

occurs at G = 1 which is

36%.

Table 3.1: Comparison of Pure and Slotted ALOHA protocols
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CHAPTER 4

Diversity Slotted ALOHA

4.1 Introduction

Slotted ALOHA random access protocol has been into existence for a long time now

and there have been a lot of attempts to improve the performance of normal slotted

ALOHA. One such attempt deals with a generalization of slotted ALOHA called the

Diversity slotted ALOHA (DSA) described by G. L. Choudhury and S. S. Rappaport in

Choudhury and Rappaport (Mar. 1983) in which several copies of the same data packet

are transmitted. The transmission is successful if any one of the multiple copies of the

packet is correctly received. The paper describes two methods of transmitting multiple

copies, namely, frequency diversity and time diversity. In frequency diversity, the mul-

tiple copies of the packet are transmitted on separate frequency channels at the same

time. However, in time diversity the copies are transmitted spaced apart by arbitrary

time intervals on the same channel. We will consider only time diversity here. Two

different schemes within time diversity have been considered. In scheme 1, the number

of multiple copies is fixed while it is random in scheme 2.

Diversity slotted ALOHA is most useful in satellite systems which have a large

round trip propagation delay of about 270 ms. A striking feature of slotted ALOHA

multiple access is that it requires negligible synchronization among users. However, due

to frequent collision among packets in slotted ALOHA system, it is required on average

that a packet be transmitted more than once before it can be correctly interpreted. This

in turns leads to poor delay performance due to the large propagation delay. This is the

motivation to transmit multiple copies simultaneously as the correct reception of any

one of the copies would lead to huge savings in terms of delay performance.

In diversity slotted ALOHA, whenever a packet is generated by a user, k copies

of the same packet are transmitted. This number k is called the diversity order of the

scheme. If the receiver correctly interprets more than one copy of the same packet,

then all except one of those copies are rejected. This is to ensure that the copies are



not considered as discrete packets and it is assumed that some mechanism exists which

allows the receiver to accomplish this task. In the section (4.2) of this chapter, the delay-

throughput characteristics of the two time-diversity schemes have been considered. For

each scheme, various orders of diversity k have been taken into consideration to study

the delay-throughput trade off.

4.2 Time Diversity

The multiple copies of the packet can be either simultaneously transmitted on different

frequency channels or can be transmitted on a single high-speed channel at different

time instants. The diversity scheme in which the multiple copies are transmitted on

the same channel spaced apart by random time intervals is called time diversity. Two

time diversity schemes have been considered here. The first scheme is a deterministic

scheme employing a fixed number of copies (k) for each packet while the second is a

probabilistic scheme employing a random number of copies for each packet.

4.3 Scheme 1 (Deterministic Packet Transmission)

4.3.1 System Model

In this scheme, a single high-speed satellite channel has been considered. Suppose T

and τ are the round trip propagation delay and the packet duration respectively. In

most cases, T is very large compared to τ . Since the round trip propagation delay is

T , a user waits for time T after transmitting a packet to know whether the packet has

been correctly received. In case of negative acknowledgement (incorrect reception),

the user waits for a random rescheduling delay R and then re-transmits the packet. For

consecutive packet transmissions to be assumed independent of each other, it is required

that the average rescheduling delay R be large (typically 5-10 times) compared to the

packet duration τ . For satellite systems, R is usually small compared to the round trip

propagation delay T , although it is large compared to τ .

The following transmission scheme has been taken into account: Each time a user

has a new packet to transmit, he transmits k copies of that packet (k ≥ 1) with each
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copy spaced by random rescheduling delays R. This is to ensure that the transmission

of copies can be treated independent of each other as described above. Once all the

k replications have been transmitted, the user waits for any of them to be correctly

received. If none of them is correctly received, the user re-transmits another k copies

after random rescheduling delay R. The spacing between these copies is also R.

The generation of packets by the user (both new and re-transmitted) has been as-

sumed to be according to a Poisson process with rate Λ. On the average, the aggregate

number of packets (new and re-transmitted) created per time slot has been defined as

the total traffic G. As the process is Poisson, this implies that G = ΛT . Also, through-

put S has been defined as the amount of packets that are correctly received (successful

transmission) per time slot.

As previously mentioned, k copies are transmitted for each packet. As the transmis-

sion of the copies is independent, it can be assumed that the transmission of replicas

is also Poisson with rate Λk. Thus, the average number of packet copies generated per

time slot is Λkτ = kG and the probability that a particular transmitted copy succeeds

is given by

P ′

S = exp(−kG) (4.1)

The probability that at least one of the k replications of a packet will be successful

is given by

PS = 1− (1− P ′

S)
k (4.2)

The throughput is then

S = GPS (4.3)

Let us now look at the derivation of an analytical expression for the delay consid-

ered in the paper. The delay D has been defined as the time difference between the

transmission and successful reception of a packet. In general, it may be required that a

packet be transmitted a lot of times before it is correctly received. In each such trans-
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mission, k copies of the packet will be transmitted. The delay D takes into account

the time difference between the transmission of the first replication of the packet in the

first attempt and the time at which the user is certain that the packet has been success-

fully transmitted. As far as delay D is considered, only the first success for a packet is

considered. It might so happen that more than one copies of the packet are successfully

received, however, only the first success is taken into consideration. The expected delay

is represented by D.

The following events may occur during the first attempt of packet transmission by

the user.

Event 1 : In this case, we assume that at least one copy of the packet transmitted in

the first attempt is correctly received. Let this copy be the mth one, where 1 ≤ m ≤ k.

The occurrence of this event has a probability equal to (1 − P ′

S)
m−1P ′

S and given this

even has occurred, the excepted delay is equal to T + (m− 1)R.

Event 2 : In this event, it is assumed that none of the copies in the first attempt

succeed. In such a scenario, the user will re-transmit k copies after a delay R. The

probability of none of the copies succeeding in the first attempt is (1 − P ′

S)
k. In case

of occurrence of this event, the user will know after an expected time T + (k − 1)R

that none of the replications in the first attempt succeeded. During the second attempt

after a random time R, the probability of success is uninfluenced by the result of the

first attempt and hence, the expected remaining delay remains the same, i.e., D at the

beginning of the second attempt as well. So, in case of event 2, the total expected delay

would be T + (k − 1)R +R +D.

During the first attempt, either event 1 or event 2 can only occur. Therefore,

D =
k∑

m=1

(1− P ′

S)
m−1P ′

S[T + (m− 1)R]

+ (1− P ′

S)
k[T + (k − 1)R +R +D]

Some algebraic manipulations result in the following:
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D =
T

1− (1− P ′

S)
k
+

R(1− P ′

S)

P ′

S

(4.4)

The normalized delay is obtained as following after normalizing with respect to the

round trip propagation delay T ,

Dn =
1

1− (1− P ′

S)
k
+

(R/T )(1− P ′

S)

P ′

S

(4.5)

4.3.2 Existing simulation results
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Figure 4.1: Throughput-normalized expected delay trade-off. Time diversity, scheme 1,

R/T = 0.1, various k.

The delay throughput curves as shown in Fig. (4.1) and (4.2) have been simulated to

reproduce the results obtained in Choudhury and Rappaport (Mar. 1983). Using equa-

tions (4.1)-(4.5), the throughput S and the corresponding delay Dn can be determined.

In Fig. (4.1) and (4.2), Dn has been plotted as a function of S for various values of the

ratio R/T and k. Fig (4.1) also shows the simulation points. The number of users is

assumed to be 100 and the round trip propagation delay T is taken to be equal to 100

slots for the simulation. It can be inferred from Fig. (4.1) and (4.2) that, for light traffic,

the diversity schemes (k > 1) clearly outperform the normal slotted ALOHA (k = 1)

scheme in terms of the delay performance. However, for heavy traffic, the k = 1 scheme

has a lower delay compared to the other diversity orders and hence performs better. The
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Figure 4.2: Throughput-normalized expected delay trade-off. Time diversity, scheme 1,

R/T = 0.01, various k.

k > 1 schemes have almost similar performance for light traffic but vary significantly

as the traffic increases with k = 2 performing better than the other (k > 1) schemes at

heavy traffic. On the whole, it is evident that k = 2 scheme is the strongest as it gives

good delay performance over a wide range of input traffic. Also, a closer look at the

Fig. (4.1) and (4.2) explains the impact of R/T ratio on the delay performance of the

schemes. It can be observed that under light input traffic condition, the k > 1 schemes

perform better for a lower value of R/T ratio.

4.3.3 New simulations results and conclusions

With a motivation from the reproduction of results obtained in Choudhury and Rappaport

(Mar. 1983), a couple of new simulations were performed and results obtained in order

to bring into consideration certain other important characteristics pertaining to diver-

sity slotted ALOHA. Fig (4.3) shows the plot of Packet Loss Ratio (PLR) versus input

traffic for different values of diversity order k. As expected, for any given k, the PLR

increases with an increase in traffic because of higher number of collisions. For light

traffic (G < 0.18), the diversity schemes (k > 1) perform better than the normal slotted

ALOHA (k = 1) scheme as the PLR is higher for k = 1 scheme. The PLR for (k > 1)

schemes is lower and almost similar to each other under light traffic conditions. How-

20



0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

Traffic Offered

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

P
a
c
k
e
t 
L
o
s
s
 R

a
ti
o

Diversity Slotted ALOHA

k = 1

k = 2

k = 3

k = 4

Figure 4.3: Plot of Packet Loss Ratio vs Traffic Offered, various k.
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Figure 4.4: Plot of Packet Loss Ratio vs Throughput, various k.

ever, for heavy traffic, the performance of the diversity schemes vary significantly with

k = 1 producing the lowest PLR. The results obtained can be intuitively explained as

following: Under low traffic, the probability of collisions is low and hence the diversity

schemes (k > 1) lead to lower PLR as the correct reception of any one replication of a

packet is considered a success. However, under high traffic, the probability of collisions

become very high and more replications (k > 1) lead to greater collisions and hence
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poorer performance (higher PLR). Although, if proper interference cancellation (IC)

techniques are employed, then the diversity schemes (k > 1) would lead to a better per-

formance under much higher traffic conditions also, as interference cancellation would

lead to more packets being successfully received. This will be discussed in the next

chapter under Contention Resolution Diversity Slotted ALOHA (CRDSA). Fig (4.4)

shows the plot of Packet Loss Ratio versus Throughput for different diversity orders k.

The nature of this plot and its explanation is the same as that for PLR vs traffic offered

as described above.
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Figure 4.5: Plot of Throughput vs Traffic Offered, various k.

Fig (4.5) shows the plot of throughput versus traffic offered for different values of

the diversity order k. As evident from the plot, for light traffic, the variation of through-

put with traffic offered is almost the same for all the diversity schemes. However, for

heavy traffic, k = 1 scheme provides the best throughput performance and the perfor-

mance reduces as k increases.
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4.4 Scheme 2 (Probabilistic Packet Transmission)

4.4.1 System Model

Unlike scheme 1 where the number of replications were fixed, scheme 2 is a probabilis-

tic scheme in which the user transmits a random number of replications of the packet.

For simplicity we confine ourselves to the case k = 2, i.e., after transmitting the first

replication of the packet, the user may not necessarily transmit the second packet. The

second packet is transmitted with a probability p. It is evident that for for p = 0 and 1,

this probabilistic scheme corresponds to the deterministic scheme 1 with k = 1 and 2,

respectively.

During each attempt of the user, the probability of transmitting one replication is

(1 − p) and the probability of transmitting two replications is p. Hence, during each

attempt, the average number of replications transmitted is

kav = 2p+ (1− p) = 1 + p (4.6)

The generation of packets by the user has been assumed to be according to a Poisson

process with rate Λ. Since the successive transmissions of replications are assumed to

be independent of each other, it implies that the transmission of replications also follow

a Poisson process with rate Λkav = Λ(1 + p). Thus, the channel traffic is given by

Λ(1 + p)τ = G(1 + p) (where G = Λτ ) and the probability of success of a copy

transmitted on the channel is

P ′

S = exp[−G(1 + p)] (4.7)

In each attempt, the user will either send one or two replications. Let PS represent

the probability that a packet succeeds in a particular attempt. This would happen if at

least one replication of the packet succeeds. The probability of success will be P ′

S if

the user decides to transmit only one copy of the packet. However, if the user decides

to transmit two copies, the probability of success will be 1 − (1 − P ′

S)
2. Hence, the

probability of packet success is PS = (1− p)P ′

S + p[1− (1− P ′

S)
2] or
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PS = (1 + p)P ′

S − p(P ′

S)
2 (4.8)

The throughput S is given by

S = GPS (4.9)

The expression for the expected delay D can then be determined as shown below.

The following events may occur during the first attempt of the user to transmit a packet.

Event 1 : In this event, we assume that the user decides to transmit only one replica-

tion and it succeeds. The probability of occurrence of this event is P ′

S and the expected

delay in this case is T .

Event 2 : In this event, we assume that the user decides to transmit only one repli-

cation and it fails. The probability of occurrence of this event is (1 − p)(1 − P ′

S) and

the expected delay, given this event has occurred is T +R +D.

Event 3 : In this event, the user decides to transmit two replications such that the

first replication fails, and the second replication succeeds. The probability of occurrence

of this event is p(1 − P ′

S)P
′

S and the expected delay, given this event has occurred is

T +R.

Event 4 : In this event, the user decides to transmit two replications and both the

replications fail. The probability of occurrence of this event is p(1 − P ′

S)
2 and the

expected delay, given this event has occurred, is T +R+R+D. Since these are all the

possible events, the expected delay is given by

D = P ′

ST + (1− p)(1− P ′

S)[T +R +D]

+ p(1− P ′

S)P
′

S[T +R] + p(1− P ′

S)
2[T +R +R +D]

After some algebraic manipulations and normalization with respect to T , we get the

normalized expected delay as
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Dn =
1

P ′

S[1 + p(1− P ′

S)]
+

(R/T )(1− P ′

S)

P ′

S

(4.10)

4.4.2 Simulation results and conclusions
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Figure 4.6: Throughput S as a function of second transmission probability p for speci-

fied normalized expected delay Dn. Time diversity, scheme 2, R/T = 0.01,

various Dn.

Using equations (4.7)-(4.10), the throughput S can be determined for any specified

normalized expected delay Dn. For a given value Dn, S will be a function of p and p

should be chosen such that it maximizes the throughput S. Fig. (4.3) shows the plot

of S versus p for different specified normalized delays Dn and with R/T = 0.01. As

evident from the plot, for any value of Dn, the maximum throughput always occurs at

one of the endpoints of the curve, i.e, either at p = 0 or at p = 1. We know that the

endpoints, i.e., p = 0 and 1, correspond to the deterministic scheme 1 with k = 1 and 2,

respectively. This implies that for R/T = 0.01, the deterministic policy is always better

than probabilistic policy. The same conclusion has been obtained for a wide range of

values of R/T .
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Fig (4.7) and (4.8) have been obtained for R/T equal to 0.1 and 0.001, respectively.

As evident from Fig (4.7) and (4.8), the same conclusion that the deterministic policy

is always better than the probabilistic policy holds true.
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Figure 4.7: Throughput S as a function of second transmission probability p for speci-

fied normalized expected delay Dn. Time diversity, scheme 2, R/T = 0.1,

various Dn.
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Figure 4.8: Throughput S as a function of second transmission probability p for spec-

ified normalized expected delay Dn. Time diversity, scheme 2, R/T =
0.001, various Dn.
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CHAPTER 5

Contention Resolution Diversity Slotted ALOHA

5.1 Introduction

Contention Resolution Diversity Slotted ALOHA (CRDSA) is a superior version of

Diversity Slotted ALOHA (DSA) which incorporates efficient Interference Cancella-

tion (IC) techniques along with the diversity transmission of data bursts as described in

E. Casini and del Rio Herrero (Apr. 2007). It has been demonstrated that under similar

packet loss ratio conditions, CRDSA performs a lot better than normal slotted ALOHA

(SA). CRDSA makes random access (RA) very competent and results in low latency for

the transmission of small-sized sporadic packets as it allows to supplement the perfor-

mance of RA channels in the incoming link of interactive satellite networks. Similar to

DSA, the CRDSA protocol also generates multiple replicas of the same packet (called

the diversity order k) at random times within a frame instead of generating just one

packet as in SA. E. Casini and del Rio Herrero (Apr. 2007) considers the case of only

two replicas per packet. However, later in this chapter, we have also considered the case

of more number of replications per packet and illustrated the impact of diversity order in

the performance of CRDSA. The most important feature of CRDSA is the utilization of

efficient Interference Cancellation (IC) techniques which helps in resolving most of the

DSA packet collisions. While DSA marginally improves the SA performance by aug-

menting the probability of successful packet transmission at the cost of increased RA

load, CRDSA significantly improves the throughput performance by resolving most of

the frame packet contentions using IC techniques which relies on the frame compo-

sition information from the replica bursts. CRDSA not only results in a much better

operational throughput than SA and DSA, but also leads to improved packet loss ratio

and reduced packet delivery delay under similar traffic conditions.



5.2 System Assumptions

As stated in Section 5.1, the return link of a satellite access network (i.e. link from

satellite terminal to the gateway) has been considered. Satellite networks appear to be

the most natural implementation of the CRDSA scheme though the application of the

scheme is not only restricted to such networks. A bent-pipe satellite payload has been

assumed in which there is one gateway providing the ground network access and all the

users are connected to it through the satellite. In this case, the inbound link demodulator

is considered to be located on-board the satellite. The inbound resources according to

the selected access scheme is shared among the discrete Satellite Terminals (ST). It is

assumed that the STs will manage the TDMA slot synchronization once registered in

the network. The slot timing error is assumed to be bounded by τmax = NRA
guardTs,

where NRA
guard represents the TDMA slot guard expressed in symbols, Ts is the TDMA

symbol duration and Rs = 1/Ts is the ST baud rate. Optionally, the STs transmitted

power can be restrained by a power control mechanism based on a closed loop method.

5.3 Random Access Scheme

The TDMA frame structure proposed in E. Casini and del Rio Herrero (Apr. 2007) for

the RA scheme is shown in Fig. 5.1.

Figure 5.1: TDMA frame structure for the Random Access channel.

Source: E. Casini and del Rio Herrero (Apr. 2007)

There are MRA
slots in each RA frame. At most one MAC packet can be transmitted per

RA frame by one satellite terminal. The terminal physically sends two replications of

the same packet (called "twins" bursts) in two randomly selected slots within the same

frame (see Fig. (5.1)). The two copies have absolutely same preamble and payload
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information bits. The pay load of each copy also contains signalling information bits

which has information regarding the slot position of the corresponding twin burst in

the frame. Each replica contains pointer to its twin and vice versa. We know from

DSA that transmitting the same packet two times improves the probability of successful

transmission to some extent for small loads. However, the key innovation of CRDSA

lies in the fact that the retrieved information from a successful replication of a packet can

be used to cancel out the interference that may have been caused by its twin in another

slot in the frame. Iteration of this approach multiple times can be used to recover most

of the frames that were initially lost due to collision(s). The example provided in Fig.

(5.1) can be used to explain the above process. In Fig. (5.1), packet 2 cannot be initially

recovered as both the copies of the packet have undergone a collision. In slot 1, a copy

of packet 2 suffered a collision with one of the copies of packet 1 while in slot 4, the

twin copy of packet 2 collided with one of the copies of packet 3. However, in slot 5,

the other copy of packet 3 suffered no collision and can be successfully recovered. This

information can now be used to cancel out the interference caused by packet 3 in slot 4.

Thus, after removing the interference caused by packet 3, packet 2 can be recovered in

slot 4. In the next iteration, packet 1 can also be recovered from slot 1 after removing

the interference generated by packet 2 so that packet 6 can be subsequently recovered

in slot M . This heuristic explanation clearly illustrates the crucial role of IC along with

DSA and twin location signalling for efficient interference resolution in CRDSA.

5.3.1 RA Channel Description

As previously described, each RA frame is composed of a fixed number of slots MRA
slots.

Each TDMA slot is of duration NRA
slot symbols and can allocate one RA burst. Each

RA burst is composed of NRA
pre acquisition preamble symbols, followed by NRA

pay pay-

load symbols and NRA
guard guard symbols. The guard-time is necessary in practice to

compensate for the incoming TDMA burst timing errors. This leads to the following

equation:

NRA
slot = NRA

guard +NRA
pre +NRA

pay (5.1)
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In terms of symbols, the RA frame duration then corresponds to NRA
frame = NRA

slotM
RA
slots

and TF = NRA
frameTs.

Considering a generic RA frame, the dependency on the frame index has been

dropped for notation simplicity. The signals defining the RA channel behaviour have

now been described. The discrete signal samples have been represented at symbol dis-

tance and it has been assumed for notation simplicity without loss of generality that

relative STs burst delays occur in integer multiples of the symbol period itself. In such

a setting, a generic discrete burst signal samples array s[i, n] generated by ST #i in slot

#n is made up of a preamble sub-array spre[i], a payload sub-array spay[i, n] and an

empty guard time sub-array sguard so that:

s[i, n] =
√
PTx[i]

NRA
slot︷ ︸︸ ︷

[spre[i], spay[i, n], sguard] (5.2)

spre[i] = [c1[i], c2[i]...cNRA
pre

[i]] (5.3)

sguard =

NRA
guard︷ ︸︸ ︷

[0, 0, ...0] (5.4)

spay[i, n] =
1√
2
[dp,1[i, n] + jdq,1[i, n]...

...dp,NRA
pay

[i, n] + jdq,NRA
pay

[i, n]]

(5.5)

where cl[i] is the l−th symbol of the preamble binary (±1) BPSK modulated se-

quence and dp,l[i, n] and dq,l[i, n] are the l−th in-phase and quadrature binary (±1)

payload symbols, respectively. The payload is dependent on slot n due to the signalling

information pointing to the twin burst relative to the current burst location. It has been

assumed that the delay, amplitude and phase of the received signal at the gateway re-

mains constant over a TDMA slot. Hence, the received signal samples can be written

as:
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r[n] =

NST∑

i=1

δ[i, n]L[i, n]s[i, n]z−D[i,n].exp{j(φ[i, n]

+∆w[i, n]t[n])}+ w[n]

(5.6)

where NST represents the total number of registered STs, δ[i, n] is 1 if the i-th ter-

minal is active in slot #n and 0 otherwise, L[i, n] < 1 represents the signal attenuation,

0 ≤ D[i, n] ≤ NRA
guard is the differential TDMA ST slot delay in symbols, z−D[i,n] is the

delay operator shifting towards the right the array s[i, n] by D[i, n] positions (symbols),

φ[i, n] and ∆w[i, n] represent the carrier phase and frequency offset respectively, t[n]

is the time corresponding to the start of slot n and w[n] is a complex array of NRA
slot el-

ements each representing a circular symmetric white Gaussian noise with variance σ2
w.

The received preamble for user #i in slot #n has also been defined as the following

sub-array derived from r[n]:

rpre[n, i] = [rD[i,n]+1, rD[i,n]+2, ...rD[i,n]+NRA
pre

] (5.7)

In a similar way the received burst payload sub-array has been defined as:

rpay[n, i] = [rD[i,n]+NRA
pre+1, rD[i,n]+NRA

pre+2, ...rD[i,n]+NRA
pre+NRA

pay
] (5.8)

5.3.2 Interference Cancellation Algorithm

In order to execute an iterative decoding process, the CRDSA burst demodulator accu-

mulates in memory the baseband samples corresponding to an entire RA frame dura-

tion. The demodulator iteration counter is set to Niter = 1 in the beginning. At every

iteration, the following steps are carried out by the demodulator:

1. Demodulation and decoding of clean bursts: Clean bursts are those copies which

were successfully transmitted without any collision. This means that for such bursts, the

signal, noise and interference levels allow successful preamble recognition and payload

decoding (e.g. packet 3 in slot 5 in Fig. 5.1).
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(a) In this step the entire frame (each slot) is searched in parallel by the gateway

burst demodulator for all the SPR possible burst preambles. Once the existence of one

or more preamble sequences are detected in the slot by the multi-preamble searcher, the

burst demodulator will estimate, as for a conventional one, the burst channel parameters

(clock timing, carrier frequency and phase) and try to decode the payload information.

If the preamble is detected and the burst payload Code Redundancy Check (CRC) au-

thentication is successful, then the recovered burst is affirmed as "clean". After recover-

ing the clean bursts, the conventional burst (D)SA demodulator will stop. It is assumed

that Nrecov(Niter) bursts have been recovered at the current iteration.

(b) When a burst is correctly decoded it can be completely regenerated at complex

baseband level by re-encoding and modulating the decoded relevant bits multiplexed

with the current burst slot location signalling bits. In the twin burst regeneration the

slot nr where the "replica" of the burst was transmitted (e.g. packet 3 in slot 4 in

Fig. 5.1) is derived from the burst payload signaling information bits. Moreover, the

acquisition preamble binary signature sequence and its timing are obtained from the

burst demodulator preamble code correlator and timing estimation unit respectively.

(c) The same FEC of the useful payload bits also protects the twin burst signalling

information and thus the signalling information is successfully recovered when the CRC

check is positive. The stored information about the detected clean burst(s) twin(s) lo-

cation within the frame is used in the next step along with their amplitude and clock

information derived from the clean burst detection. Since the carrier phase is typically

uncorrelated from burst-to-burst because of the local oscillator instabilities, the phase

information extracted from the clean burst cannot be used for the twin burst.

2. Contention Resolution Algorithms: Following the previous step, the CRDSA

demodulator then processes the slots where the replica burst of the "clean" bursts were

transmitted and which have not been already identified in the earlier step (i.e. step 1-

(a)) of the current iteration (e.g. packet 3 in slot 4 in Fig. 5.1). So the demodulator

then acts on the slots where collision(s) took place (i.e. whereby more than one burst

were simultaneously transmitted and destructively interacting). The CRDSA algorithm

aspires at post-processing the stored frame samples to remove contention in some of the

slots where collisions occurred.

It is assumed that in the current frame and iteration Niter, the set of bursts identified
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by index q = [q1, q2, ...qNrecov(Niter)]
2 corresponding to STs i = [i1, i2, ...iNrecov(Niter

)]

have been correctly decoded in slots n = [n1, n2, ...nNrecov(Niter)]. It is also assumed that

the copies of the bursts q are located (according to clean packet signaling information)

in slots nr = [nr
1, n

r
2, ...n

r
Nrecov(Niter)

] belonging to the same frame.

(a) It is assumed that the successfully detected clean bursts q from STs i in slots n

provide an exact estimate of the signal amplitude ÂRx[ik, nk], k = 1, 2, ...Nrecov(Niter)

and of the angular carrier frequency offset ∆̂w[ik, nk], k = 1, 2, ...Nrecov(Niter). The

carrier phase between two successive bursts transmitted from the same ST is gener-

ally uncorrelated primarily due to the fast phase noise components of the ST. Received

burst frequency, timing and amplitude arising from the same ST can rather be assumed

almost constant within a frame thus ∆̂w[ik, n
r
k] ≃ ∆̂w[ik, nk], Â[ik, n

r
k] ≃ Â[ik, nk]

and τ̂ [ik, n
r
k] ≃ τ̂ [ik, nk] for k = 1, 2, ...Nrecov(Niter). For notation simplicity in the

following the carrier frequency offset has be dropped.

(b) The amplitude information of the replica burst slot nr
k, k = 1, 2, ...Nrecov(Niter)

can be accurately estimated from the twin "clean" burst which has been successfully de-

tected in slot nk as: Â[ik, n
r
k] ≃ Â[ik, nk] ≃ 1

NRA
pay

| rpay[ik, nk].{ŝ∗pay[ik, nk]}T |, where

the complex array ŝpay[ik, nk] represents the estimated payload transmitted symbols as

obtained by re-encoding at the CRDSA demodulator the decoded bits, the operator T

indicated array transposition and ∗ the complex conjugate. Having assumed a correct

decoding of the payload encoded bits it follows that ŝpay[ik, nk] = spay[ik, nk].

(c) For each replica burst slot nr
k, k = 1, 2, ...Nrecov(Niter), the carrier phase infor-

mation corresponding to this slot for user ik can be derived by correlating the stored

slot nr
k soft samples rpre[ik, n

r
k] with the user ik preamble sequence spre[ik] of length

NRA
pre symbols as: φ̂[ik, n

r
k] ≃ arg{rpre[ik, nr

k].{s∗pre[ik]}T} where it was assumed that

the burst timing offset error is negligible. This timing estimate can be based on the

successfully detected packet from user ik detected in slot nk.

(d) Colliding burst from users ik in slot nr
k can now be removed by IC (e.g. in Fig.

5.1 packet 3 can be removed from slot 4):
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r[nr
k, Niter + 1] ≃ r[nr

k, Niter]− Â[ik, nk]

.exp[j(φ̂[ik, n
r
k] + ∆̂w[ik, nk]t[n

r
k])]

.[ŝpre[ik], ŝpay[ik, nk]]

(5.9)

(e) The iteration counter in incremented as: Niter = Niter + 1.

(f) Having introduced the CRDSA demodulator maximum number of iterations

Nmax
iter , if Niter = Nmax

iter then stop, else go to step 1-(a).

5.4 Simulation results and conclusions

5.4.1 Existing simulation results
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Figure 5.2: Simulated results for the CRDSA throughput (ideal channel estimation for

IC) versus the normalized channel loading for Niter = 1, 2, 3, 6, 16. Slotted

Aloha (SA) performance is also reported for comparison.

The performance parameter used in Fig. (5.2) is throughput (measured in useful

packets received per slot) vs. load (measured in useful packets transmitted per slot).

One slot can carry one data packet. In Fig. 5.2, the throughput of the CRDSA protocol

has been simulated versus the normalized MAC load for a variable number of maxi-
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mum iterations in the contention resolution process (Nmax
iter = 1, 2, 3, 6, 16) and under

the assumption of perfect channel estimation for IC. With the increase in number of

maximum iterations and better interference cancellation, the throughput performance

becomes better. However, it is interesting to observe that there is a diminishing re-

turn advantage in increasing the number of maximum CRDSA demodulator iterations

Nmax
iter .

5.4.2 New simulation results

In Fig. (5.2), each curve corresponding to a particular value of Nmax
iter uses a probabilistic

random number of replications for packet transmission. We now use the deterministic

scheme with k being the number of replications (diversity order). We try to observe the

impact of diversity order k on the throughput performance for a given value of Nmax
iter .

We have simulated the throughput performance for different values of k at Nmax
iter = 6.
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Figure 5.3: Simulated results for the CRDSA throughput (ideal channel estimation for

IC) versus the normalized channel loading for Niter = 6, different k

Fig. (5.3) shows the throughput versus traffic offered plot for Nmax
iter = 6 and dif-

ferent values of k = 1, 2, 3, 4. As evident from the plot, a higher diversity order k

leads to a better throughput for a given value of offered traffic. In Fig. (4.5) in the

previous chapter, we plotted the throughput performance for different values of k in

Diversity Slotted ALOHA (DSA) and observed that the throughput performance is al-
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most the same under light traffic while for heavy traffic, a higher diversity scheme gave

a poorer throughput performance. On the contrary, in CRDSA as evident from Fig.

(5.3), a higher diversity scheme gives a better performance till a considerable amount

of normalized traffic (till G = 0.7). This is because of the Successive Interference

Cancellation (SIC) which takes place in CRDSA. More number of replications lead to

a better performance because SIC helps in correct packet reception. However, when

traffic is considerably increased (G > 0.7), the number of collisions become very large

and SIC does not help much.
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Figure 5.4: Simulated results for the CRDSA throughput (ideal channel estimation for

IC) versus the normalized channel loading for Niter = 6, different k

In Fig. (5.3) we saw that at G < 0.7, a higher k gives better throughput performance.

However, it is logical to assume that the performance would not continuously increase

with an increase in k. The performance initially increases as k rises because of the

benefits of SIC. However, SIC can help only up to a limit. If the number of copies

become too high, SIC would not help and the performance should reduce. To verify

this, we plotted the throughput vs traffic offered at Nmax
iter = 6 for much higher values

of k in Fig. (5.4) and (5.5). Fig.(5.4) shows the performance for k = 4, 5, 6, 7 and Fig.

(5.5) for k = 4, 8, 12, 16. As expected, the throughput performance almost saturates as

k increases from 4 to 7, and reduces considerably as k is further increased.
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Figure 5.5: Simulated results for the CRDSA throughput (ideal channel estimation for

IC) versus the normalized channel loading for Niter = 6, different k

We now look at the Packet Loss Ratio (PLR) performance of CRDSA with varying

diversity order k. In section (4.3.3), we looked at the PLR performance in case of DSA

and found out that the diversity schemes (k > 1) perform better than classic SA (k = 1)

only for very light traffic (G < 0.18). Fig. (5.6) shows the plot of PLR versus input

traffic for different values of k in case of CRDSA.
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Figure 5.6: Plot of the CRDSA Packet Loss Ratio versus normalized traffic offered for

Niter = 6, various k
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As evident from the plot, the diversity schemes (k > 1) perform better than the

SA (k = 1) scheme till much higher value of input traffic (G < 0.65) compared to

DSA (G < 0.18). Moreover, among the various diversity schemes, a higher value of

the diversity order performs better (for G < 0.65). In CRDSA, the diversity schemes

perform better till a much higher input traffic than in DSA because of the Successive

Interference Cancellation (SIC) which leads to successful decoding of more packets. A

higher value of the diversity order performs better because the effect of SIC is more in

case of more number of replications. As expected, if the traffic is too high (G > 0.65),

the number of collisions become so huge that SIC becomes ineffective and a higher

number of replications lead to poorer performance (higher PLR). Under such high input

traffic (G > 0.65), the classic slotted ALOHA (k = 1) performs the best.
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CHAPTER 6

Conclusions and Future Work

The main purpose of this work was to successfully illustrate the existing performance

evaluation (in terms of throughput, delay and Packet Loss Ratio) of the improved slot-

ted ALOHA (DSA and CRDSA) schemes and to demonstrate the impact of parameters

like diversity order and number of successive interference cancellation iterations on

these performance measures. We saw that the performance of these schemes are largely

influenced by such parameters and it is important to know how they affect the realiza-

tion of the DSA and CRDSA schemes. The optimal values of the parameters result in

the obtainment of most gains from the enhanced SA schemes. We also looked at the

comparison of the deterministic and probabilistic version of the schemes. However, we

assumed that the transmitter has information about the number of users in the system

for all the simulations.

At present, there has been a shift in the wireless landscape to incorporate more

networks with large numbers of unattended devices which seek to distribute their in-

formation sparingly. Hence, a transformation of the existing multiple access schemes

is required to accommodate systems which confirm to this paradigm shift. With the

massive increase in the number of wireless machines, the future access points may

have to back sporadic transmissions from a huge number of unattended machines. The

design of massive uncoordinated multiple access schemes for such systems based on

the improvements to slotted ALOHA has gained a lot of interest in particular. The

implementation of the random access strategy in the existing results to augment the

performance of slotted ALOHA systems assume that the number of users is known at

the transmitters. The future works can aim to design innovative formulations of the un-

coordinated slotted multiple access problem in which the number of users in the system

is not known, but which include multiple access points with overlapping users.
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