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ABSTRACT

KEYWORDS: Time Reversal, Alamouti, MIMO, OFDM , Cyclic Prefix, Decision

Feedback based Interference Cancellation, ZF Equalizer

In this thesis, a comprehensive study of Time Reversal processing for MIMO applica-

tions is presented. TR processing at the transmitter and at the receiver are separately

studied and valuable insights are drawn from the simulations. For the case of TR pro-

cessing at the transmitter, BER performance comparison between TR SIMO and TR

MIMO is made which reveals TR MIMO performs better due to superior transmit di-

versity gain which is able to overpower the degradation due to increased Multi User

Interference(MUI). ZF equalizer implemented at the receiver is able to improve the

BER further, but upsampling at the transmitter before pulse shaping causes considerable

overhead. To overcome this challenge posed by upsampling, we use OFDM w/o CP. In

this case TR processing is done at the receiver. We begin by implementing OFDM w/o

CP followed by TR and ZF equalizer using all 2L − 1 taps of the equivalent channel

impulse response. Decision Feedback based Interference cancellation is implemented

followed by ZF Equalizer based on L taps to replace the ZF equalizer based on 2L− 1

taps. This achieves a lower error floor compared to that achieved by ZF equalizer based

on 2L − 1 taps presented in Farhang et al. (2016). For all the different implementa-

tions of TR MIMO, BER trend is studied by varying the channel length, equalizer taps

and number of transmitters and receivers and the results are explained with the help of

analytical expressions for Signal, Interference and Noise.
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CHAPTER 1

INTRODUCTION

Time Reversal(TR), as the name suggests, is basically reversing the signal in time.

In wireless communication systems, it stands for reversing the Channel Impulse Re-

sponse(CIR) along with conjugation. The time-reversed CIR can either be used at the

transmitter to precode the transmit signal or at the receiver for processing the received

signal. The main advantage of TR processing is that it results in a high energy focussing

effect (in time domain) at the receiver. The processing is similar to matched filtering in

a dispersive channel. As a result, the signal can just be sampled at the receiver followed

by low complexity equalizer or no equalizer at all. Although TR makes the equivalent

channel response almost twice in length, its main energy term is present at the center of

the equivalent (composite) response and the rest of the taps are of very low energy com-

pared to the central tap. This phenomenon is called spatial-temporal focussing effect

(see Aminjavaheri et al. (2017)). This is because TR technique harnesses the principle

of channel reciprocity and multipath effects to concentrate the signal energy at a certain

point in space (spatial focussing) and compress the CIR in the time domain (temporal

focussing). It is well-known that radio signals experience multipath propagation due

to the reflection from various scatters (interacting objects), especially in indoor envi-

ronments. TR’s focusing effect is in essence a spatial-temporal resonance effect that

brings all the multipaths to arrive at a particular location at a specific moment. There

has been considerable interest in exploiting this spatial-temporal focussing effect for

MIMO communications in the recent years. We can get rich diversity benefit by em-

ploying large number of antennas at the base station in a MIMO system and there by

get rid of or reduce the complexity the equalizer processing when TR is used. We now

present the basic structure of TR-based communication to get a better understanding of

the process.



1.1 Time Reversal Communication

TR Communication consists of two phases- Phase 1: Channel Probing and Phase 2:

Data Transmission

Channel Probing Phase: In this phase the transceiver B sends out a pilot signal after

pulse shaping with p(t) to the transceiver A through the multipath channel with re-

sponse h(t). The received signal at transceiver A is basically the convolution of pulse

shaped pilot signal and h(t) (plus noise) which can be called h̃(t). The received signal

h̃(t) can be treated as an equivalent channel response for the system.

Data Transmission Phase: Upon receiving the waveform, transceiver A time-reverses

(and conjugate, when complex-valued ) the received waveform h̃(t), and uses the nor-

malized TR waveform as a basic signature sequence g̃(t)

g̃(t) = h̃∗(−t) (1.1)

The data to be transmitted is then convolved with this signature sequence to send it

through the multipath channel.

Figure 1.1: Basic Time Reversal Communication

There are two basic assumptions for the TR communication system to work.

1) Channel reciprocity: the impulse responses of the forward link channel and the re-

verse link channel are assumed to be identical.

2) Channel stationarity: the channel impulse responses (CIRs) are assumed to be sta-

tionary for at least one probing-and-transmission cycle.
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We are interested in the Data Transmission phase of TR and do not study the Chan-

nel Probing phase in this thesis. Throughout this thesis, we assume perfect knowledge

of the Channel State Information(CSI) at the base station where TR processing is carried

out. Wherever necessary, we will make a comment about the channel estimation in the

channel probing phase and suggest breifly the possible ways of tackling the challenges

faced during channel estimation.

The TR technology was first introduced to compensate the delay distortion on wired

transmission lines by Bogert (1957) from Bell Labs in the 1950s. It has been extensively

studied and utilized in underwater acoustic channels with OFDM modulation by Edel-

mann et al. (2005) and Gomes and Barroso (2004). Another interesting application of

TR technique is indoor localization or position detection Chen et al. (2016) where TR

signatures of CIR from different locations in an indoor setting are correlated with the

incoming signal to estimate the location from which the signal originated. Ray Liu and

his team has been carrying out active research in this area. Some of the interesting

solutions developed using time reversal by his team most recently include TR-Breath

Chen et al. (2018) where TR technique is used to monitor the breathing rate of a person,

TRIEDS Xu et al. (2017b) which deals with wireless event detection.

In this thesis, we present a comprehensive study of time reversal(TR) technique

with an interest in BER performance of MIMO Communication system in multipath

channels. The spatio-temporal focussing effect of TR can be revealed for large tap

channels where the energy of the effective CIR is concentrated at the central tap, and

remaining taps are of low energy as shown in Figure 1.2.
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(a) (h1 ? g1)[l]

(b) (h1 ? g2)[l]

Figure 1.2: Correlation properties for 100 tap CIR

The remainder of this thesis is organized as follows: Chapter 2 describes initial

study of Time Reversal application along with Alamouti Coding Scheme. Chapter 3

deals with TR MIMO system when the TR processing is done at the transmitter. Here

we compare the TR SIMO and TR MIMO system performance in terms of BER and

highlight the challenges faced when TR processing is done at the transmitter. Chapter

4 deals with TR MIMO system when TR processing is done at the receiver. Here we

start with OFDM without CP and use TR processing to get rid of Inter Symbol Inter-

erence(ISI) and Multi Stream Interference(MSI). We also propose a decision feedback

based interference cancellation technique to improve the performance of the system.

The last Chapter describes the insights and conclusions drawn and suggests scope of

future work. Simulation settings and results are present as the final section in each

Chapter.
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CHAPTER 2

Time Reversal in Alamouti Space Time Block Code

In the last Chapter, we introduced the concept of Time Reversal and mentioned a few

applications for which it has been used in the field of wireless communications. The

first step in this project was to study the behavior of TR in standard applications where

it has been used. Keeping this in mind, a study of patent on "Time Reversal Space Time

block Code" by Lindskog and Paulraj (2000) was carried out. This paper described how

TR is used along with Alamouti coding scheme. This is a beginning step to understand

the advantages of TR technique without having to deal with Multi Stream Interference.

In this Chapter, we present implementation of a simple 2x1 system using Alamouti

Scheme. At the receiver, a Viterbi MLSE Decoder in used to recover the sent bits. We

conclude by presenting the simulation results for our 2x1 MISO system in Rayleigh

fading channel, for cases with varying number of channel taps.

2.1 System Model

We begin by implementing 2x1 Alamouti scheme. Assume that the channel is a disper-

sive channel with multipath Rayleigh fading.

2.1.1 Channel Model

We assume an L-tap channel each with independent Rayleigh statistics. Let h1[l] =

[h1[0], h1[1], ..., h1[L − 1] be the equivalent discrete-time CIR between transmitter an-

tenna 1 and receiver in discrete time and h2[l] = [h2[0], h2[1], ..., h2[L − 1] be the CIR

between transmitter antenna 2 and receiver. Here, channel tap hj[l] follows CN (0, 1))

for j = 1, 2 and l ∈ [0, L− 1].



2.1.2 System Description

In Alamouti coding scheme, we divide the transmit data into two blocks. Let d1[l] =

[d1[0], d1[1], ..., d1[S − 1]] be the first block and d2[l] = [d2[0], d2[1], ..., d2[S − 1]] be

the second block. We also divide the transmit period into two slots.

In time slot 1, r1[l] is received at the receiver.

r1[l] = (h1 ? d1)[l] + (h2 ? d2)[l] + n1[l] (2.1)

i.e., d1[l] is trasmitted from transmit antenna 1 and d2[l] is trasmitted from transmit

antenna 2. n1[l] is the AWGN signal at the receiver in time slot 1.

i.e., slot 2, r′2[l] is received at the receiver.

r′2[l] = −(h1 ? d∗2)[l] + (h2 ? d∗1)[l] + n2[l] (2.2)

That is−d∗2[l] is transmitted from transmit antenna 1 and d∗1[l] is transmitted from trans-

mit antenna 2. n2[l] is the AWGN signal at the receiver in time slot 2. The received

signal samples r′2[l] are then complex conjugated giving the signal r2[l]

r2[l] =
(

r′2[l]
)∗

= −(h∗1 ? d2)[l] + (h∗2 ? d1)[l] + n∗2[l] (2.3)

Taking the Z-transform of the above equations (2.1) and (2.3) makes it easier to

write them in matrix notation by transforming the convolution operation into a simple

product term.

Let r = [r1(z) r2(z)]T , d = [d1(z) d2(z)]T , n = [n1(z) n2(z)]T then

r = Hd + n, (2.4)

where

H =

h1(z) h2(z)

h∗2(z) −h∗1(z)

 (2.5)

We need to find a matrix that is orthogonal to H. Let HH be the matrix that is
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orthogonal to H.

HHH =
(
|h1|2 + |h2|2

)
I, (2.6)

HH =

h∗1(z) h2(z)

h∗2(z) −h1(z)

 (2.7)

Note: Here we are not normalizing the time-reversed version of the CIR by the

channel energy. This is contrary to the TR for MIMO systems implemented in Chapter

3 and Chapter 4, where the time-reversed version of the CIR, used for precoding the data

and post processing the received signal respectively, is normalized by the corresponding

channel energy.

Alamouti proposes to multiply r with HH at the receiver to obtain the signal x =

[x1 x2]
T

x = HHr = HHHd + HHn

=
(
|h1|2 + |h2|2

)
d + n̂, (2.8)

where n̂ = HHn = [n̂1 n̂2]
T .

x1 and x2 are given by

x1 =
(
|h1|2 + |h2|2

)
d1(z) + n̂1 =

(
h∗1(z)h1(z) + h∗2(z)h2(z)

)
d1(z) + n̂1 (2.9)

x2 =
(
|h1|2 + |h2|2

)
d2(z

−1) + n̂2 =
(
h∗1(z)h1(z

−1 + h∗2(z)h2(z
−1)
)
d2(z

−1) + n̂2

(2.10)

Let us take an example of 2-tap channel,

h1(z) = h10 + h11z
−1 h2(z) = h20 + h21z

−1 (2.11)

h∗1(z) = h∗10 + h∗11z h∗2(z) = h∗20 + h∗21z (2.12)

7



Therefore, the equivalent CIR given by
(
|h1|2 + |h2|2

)
is

(
|h1|2+|h2|2

)
=
(

(|h10|2+|h11|2+|h20|2+|h21|2)+(h10h
∗
11+h20h

∗
21)z+(h∗10h11+h

∗
20h21)z

−1
)

(2.13)

From the above eqn.(2.13), we can see that there are 2 Inter Symbol Interference

(ISI) terms in the expression which can limit the performance of the system apart from

the noise terms. To counter the effect of these ISI terms, we implement a Viterbi MLSE

Decoder described in Bottomley and Chennakeshu (1998) at the receiver after x1 and

x2 have been generated. To summarize, for an L- tap channel, the effective channel

response will be that of (2L− 1) tap channel with the central tap being the Real power

term of interest to us. The remaining (2L − 2) taps (L − 1 to the left and L − 1 to the

right of the central real term) contribute to the ISI.

2.1.3 Viterbi MLSE Detector

In order to recover the sent bits, implemented a MLSE Viterbi decoder was at the re-

ceiver. When using MLSE Decoder, the estimated symbol sequence d̂1[l] will be the

sequence that maximizes the recursively defined matched filter metric

Metric(l) = Metric(l − 1) +
∣∣∣x1[l]−

(
(h10h

∗
11 + h20h

∗
21)d̂1[l]

+(|h10|2 + |h11|2 + |h20|2 + |h21|2)d̂1[l − 1]

+(h∗10h11 + h∗20h21)d̂1[l − 2]
)∣∣∣ (2.14)

Note that the above metric is defined for the case of 2-tap channel.

For an L-tap channel, the effective channel after TR processing has (2L − 1) taps.

And the number of states for (2L− 1) tap channel MLSE Viterbi decoder is 2(2L−2) for

BPSK modulation. Therefore, for every tap increase in channel response, the complex-

ity of the decoder increase by a factor of 22. This incurs a lot of processing delay. The

complexity is tabulated below in Table 2.1.

This posed a major challenge in terms of writing a generalized MLSE decoder code

that would work for any channel length. Such a program was written-

Alamouti_viterbi_universal.m which takes in the number of channel taps, number

8



of total bits as inputs and produces the recovered bits and BER curve as output. The

simulations results are discussed in the next section.

L Effective Taps 2L-1 no. of ISI terms 2L-2 no. of states in MLSE 22L−2

1 1 0 1
2 3 2 4
3 5 4 16
4 7 6 64

Table 2.1: Complexity of MLSE Viterbi Decoder with number of channel taps L

2.2 Simulation Results

In this section, we present the simulation results for 2-tap and 3-tap channels. Simula-

tions were carried out for a total of 106 bits, assuming that the channel response does

not change for a block of 100 bits. These 100 bits block was then divided into two

sequence sets d1[l] and d2[l] as needed for Alamouti code.

For a two-tap channel, the BER performance was not as expected. This led to an

inquiry about the nature of errors in the recovered bit. I noticed that most of the errors

occurred at the end of the block over which MLSE detector was being run. This is

demonstrated in the error plot shown below.

Figure 2.1: Error plot wrt. bit position in block of 100 bits

Notice that number of errors reaches peak value at around the 50th and 100th bits,

which are the end of the blocks for which MLSE is run. As a result, (2L-2) zeros

were padded at the beginning and end of each block as suggested by my advisor. Upon

9



detection, the recovered bits corresponding to the padded zeros are discarded and this

improved the BER performance.

Figures 2.2(a) and 2.2(b) shows the BER performance of the 2 tap and 3 tap channels

respectively. As expected, it follows the theoretic BER performance of 4-branch MRC

and 6-branch MRC.

(a) 2 tap channel

(b) 3 tap channel

Figure 2.2: Alamouti 2x1 scheme

In the Figure 2.2(b), the diversity benefit compared to that in figure 2.2(a) is due

to 6 terms in (|h10|2 + |h11|2 + |h12|2 + |h20|2 + |h21|2 + |h22|2). Here we have not

normalized the time reversed channel response, hence we are able to see the diversity

benefit compared to 2-tap channel. If we had normalized the time reversed channel

response, then this term would have been equal to 2.

10



Although we can go ahead and simulate for larger number of channel taps L, but

for large number of channel taps, the MLSE Viterbi decoders complexity increases

exponentially as discussed in the previous section. As a result, the system takes a lot

time to yield the simulation results.

From the above implementation of the 2x1 Alamouti scheme proposed by Lindskog

and Paulraj (2000), we can see that the diversity benefit on increasing the channel length

is a direct consequence of not normalizing the time reversed channel response. Whereas

in the implementation of TR MIMO system in the next Chapter, we see that the time

reversed channel response used to precode the data is normalized by the respective

channel energy.

The possible justification for not normalizing the time reversed channel response

is because of the absence of Multi Stream interference (MSI) terms. The beauty of

Alamouti scheme is that the two data streams d1[l] and d1[l] are recovered without any

interference from each other( although there still remains ISI). This makes sure that the

MSI energy is not greater that the main tap energy as MSI is not present. Whereas in

TR MIMO system we need to normalize the time reversed channel response used for

precoding the data because there are MSI terms present in the system. If we do not

normalize the time reversed channel response then the MSI channel coefficients can

become larger than the main tap of the channel of interest. This defeats the purpose of

TR where the central tap of the effective channel response is of very high energy and

all the rest ISI and MSI taps are of very low value. More will be discussed about this

issue in the next two chapters.
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CHAPTER 3

TR processing at Transmitter

In the last Chapter,we saw how Time Reversal (TR) technique is used along with Alam-

outi space time coding scheme and analyzed the BER performance by increasing the

number of channel taps for a simple 2x1 system. Since an MLSE Viterbi decoder is

used at the receiver to recover the transmitted signal, it is not feasible for a channel

which has a large delay spread (compared to the sampling period) and hence a large

number of channel taps. In this Chapter we will look at the BER performance of SIMO

system when data is precoded by the TR waveform at the transmitter. We then compare

the results obtained with that of MIMO system where spatial multiplexing of data is

employed to achieve transmit diversity. We use the same channel model as described

in Chapter 1 of this thesis. A description of the system model is first presented for

downlink communication and analytical expressions for the received signal are derived.

We then carry out simulations to get BER performance of the TR system under various

scenarios by changing the number of channel taps, number of receivers and number of

transmitters. We compare these results with the case when ZF equalizer is used at the

receiver. We also show that, although the noise is augmented by the spatial multiplex-

ing in TR MIMO scheme, this is overshadowed by the substantial transmit diversity

achieved.

3.1 TR SIMO Downlink Communication

In this section we consider a time-reversal downlink system where there is a single

transmitter and M receiver antennas. Here the single transmitter antenna is present at

the base station and M receivers can be thought of as mobile stations for our SIMO

Downlink communication system. The implementation of this SIMO system is adapted

from TRDMA system described in Han et al. (2016).



3.1.1 Channel Model

Suppose there are Vmax independent multipaths from the transmitter to themth receiver,

then the channel hm(t) can be written as

hm(t) =
Vmax∑
v=1

h̃m,vδ(t− τv) (3.1)

where h̃m,v and τv are the complex channel gain and path delay of the vth path, respec-

tively. Note that the delay spread of the channel is given by τC = τVmax − τ1.

Let W be the bandwidth of TR system. Through Nyquist sampling , the discrete

channel response is

hm[n] =

nτp∫
nτp−τp

p(nτp − τ)hm(τ)dτ (3.2)

where p(t) is the pulse with main lobe τp = 1/W .

Through eqn.(3.2), a L-tap channel

hm = [hm[0], hm[2], ...., hm[L− 1]]T (3.3)

with L = round(τCW ) can be resolved for the link between the transmitter and the

mth receiver where hm[i]′s are independent for all i ∈ [0,L− 1] and m ∈ [0,M− 1].

As mentioned in the last Chapter, throughout this thesis we assume that the BS has

a perfect knowledge of the CSI. For the purpose of simulations, the CIRs are modeled

as FIR filters with length L. The multipath channel tap hj[l] follows CN (0, ρ(l)) to

imitate Rayleigh fading taps, where ρ(l) depends on the power delay profile of the

channel model.

3.1.2 System Model

In this SIMO system, the transmitter simultaneously communicates with all the M re-

ceivers. The data to be transmitted is first pulse shaped by pulse shaping filter. In our

simulations, SRRC pulse is used as the pulse shaping filter with a bandwidth B=200

MHz. Ideally, the symbols should be present at symbol spaced points after pulse shap-
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ing ie., at distance of Ts = 1/B where B is the bandwidth of the pulse shaping filter,

but in order to suppress the Inter Symbol Interference (ISI) caused by the multipath

channel, the symbols are first upsampled by a factor D, and then sent through the pulse

shaping fitler. Here D is chosen such that the main lobes of the pulse corresponding to

two consecutive symbols is atleast 3 symbol durations apart. This is one of the major

drawbacks of the TR SIMO and TR MIMO communication system described in Han

et al. (2016) and Nguyen et al. (2009) respectively. Xm denotes the data to be transmit-

ted to the mth receiver for all m ∈ [0,M − 1] after pulse shaping. After pulse shaping,

all the signals to different receivers are mixed as follows.

S[k] =
M−1∑
m=0

(Xm ? gm)[k], (3.4)

where

gm[l] =
h∗m[L− 1− l]
L−1∑
i=0

|hm[i]|2
(3.5)

Figure 3.1: TR SIMO System

The mixed signal S[k] is then sent to all the receivers through the rich multipath
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environment. At the mth mobile station, the received signal Ym is

Ym[k] = (hm ? gm)[L− 1]Xj[k − (L− 1)]︸ ︷︷ ︸
Desired Signal

+
2L−2∑

l=0,l 6=L−1

(hm ? gm)[l]Xm[k − l]︸ ︷︷ ︸
ISI from own antenna

+
M−1∑

i=0,i 6=m

2L−2∑
l=0

(hm ? gi)[l]Xi[k − l]︸ ︷︷ ︸
Inter Antenna Interference

+nm[k]︸ ︷︷ ︸
noise

(3.6)

The first term in eqn.(3.6) is the desired signal as its coefficient (hm ? gm)[L− 1] is

the tap with the highest energy which is

(hm ? gm)[L− 1] =

L−1∑
l=0

|hm[l]|2

L−1∑
i=0

|hm[i]|2
= 1 (3.7)

The second term is the ISI, the third term is the IUI and the last term is the noise.

This signal Ym is then passed through the matched pulse shaping filter and the desired

symbol is sampled.

3.1.3 Simulation Results

In this subsection we discuss the simulation results for the case of TR SIMO described

in Section 3.1. We consider a symbol rate of 200 Msps, which corresponds to a band-

width of 200 MHz keeping in mind that we are interested in ultra wideband channels.

Simulations are run for a total of 106 symbols assuming that the channel remains sta-

tionary for every 100 symbols.

From the above BER curve simulated for 2x1 SIMO TR system, we can see that

the BER performance is very poor when there is only one transmit antenna. We vary

the number of channel taps L and plot the BER. the observation is that as the number

of channel taps increase, the BER performance improves. This because of the fact that

as the number of channel taps increases, more and more energy is concentrated at the

central tap of the equivalent CIR of the system after TR. As a result, the (L− 1) taps to

the left and right of the central tap decreases in energy as the number of channel taps L
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Figure 3.2: BER performance of 2x1 TR SIMO with varying channel taps L

increases and contributes to smaller cumulative interference.

3.2 TR MIMO Downlink Communication

In the previous section we looked at the performance of TR SIMO system. In this

section we will analyze the performance gain due to transmit diversity achieved in TR-

MIMO system compared to that of TR-SIMO system. We will also study the BER

improvement achieved by using a Zero Forcing(ZF) Equalizer at the receiver after TR

processing. The implementation of the TR MIMO system is adapted from MIMO-

TR-UWB System described in Nguyen et al. (2009). In this system we consider N

transmit antennas fixed to a base station and M receive antennas each attached to a

mobile station.

3.2.1 Channel Model

The channel model is exactly similar to the one described in the previous section for the

TR SIMO case. However, this being a MIMO system, there are now KxM realizations

between the transmit and receive sides. As before, we assume an L-tap channel model

with Rayleigh fading taps which are independent of each other. The CIR between trans-
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mit antenna k and receive antenna m in discrete time form is

hm,k = [hm,k[0], hm,k[2], ...., hm,k[L− 1]]T (3.8)

3.2.2 System Model

In the TR-MIMO case, several streams of data are transmitted over several transmit

antennas. The data to be transmitted is first pulse shaped by pulse shaping SRRC filter

after upsampling by a factor D to suppress ISI. Xm denotes the data to be transmitted

to the mth receiver for all m ∈ [0,M − 1] after pulse shaping. Not that Xm includes

the scale factor 1√
K

for total energy constraint. After pulse shaping, all the signals to

different receivers are mixed to form signal Sk at transmitter k for all k ∈ [0, K − 1] as

follows.

Sk[i] =
M−1∑
m=0

(Xm ? gm,k)[i], (3.9)

where

gm,k[l] =
h∗m,k[L− 1− l]
L−1∑
i=0

|hm,k[i]|2
(3.10)

At the receive side, Ym is the signal received at the mth mobile station antenna. Ym can

be written as

Ym[i] =
K−1∑
k=0

(hm,k ? Sk)[i] + nm[i] (3.11)

Upon expanding the RHS of the above expression in eqn.(3.11)

Ym[i] =
K−1∑
k=0

(hm,k ? gm,k)[L− 1]Xm[i− (L− 1)]︸ ︷︷ ︸
Desired Signal

+
K−1∑
k=0

2L−2∑
l=0,l 6=L−1

(hm,k ? gm,k)[l]Xm[i− l]︸ ︷︷ ︸
ISI

+
K−1∑
k=0

M−1∑
j=0,j 6=m

2L−2∑
l=0

(hm,k ? gj,k)[l]Xj[i− l]︸ ︷︷ ︸
Multi User Interference

+nm[i]︸ ︷︷ ︸
noise

(3.12)

The first term of (3.12) is the desired symbol, second term is the ISI, third term is

the Multi User Interference (MUI) and last term is the noise. The coefficient of the
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desired symbol term is

K−1∑
k=0

(hm,k ? gm,k)[L− 1] =
K−1∑
k=0

L−1∑
l=0

|hm,k[l]|2

L−1∑
i=0

|hm(i)|2
=

K−1∑
k=0

1 = K (3.13)

Figure 3.3: TR MIMO System

As a result the desired signal is the transmitted signal boosted up by a factor K

which is the transmit diversity gain term. Despite the transmit diversity gain, the desired

signal suffers from an increased interference (both ISI and MUI). We will analyze the

net effect of degradation due to interference and increase diversty gain in the upcoming

subsection where we present the BER performance for TR MIMO system.

The received signal Ym is then sent through the matched pulse shaping filter and

desired symbol is sampled.

3.2.3 Implementation of TR-MIMO - Matrix Representation

In case of MIMO system, the complexity increases depending on the number of transmit

and receive antennas. This makes implementation of the system during simulation very

tedious as a lot of convolution operations need to be performed. One way to reduce

this complexity is by performing convolution in terms of matrix multiplication. Of
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course, this would mean that the system should have large memory. This ensures that

the time involved in execution of the program is small. In this subsection, we present the

implementation of the above described TR-MIMO system in terms of matrix operations.

As defined previously in eqn.(3.8), the CIR between the transmit antenna k and

the receive antenna m in discrete time is hm,k. We define the vector hm,k as the CIR

between transmit antenna k and receive antenna m in reverse order

hm,k = [hm,k[L− 1], hm,k[L− 2], ..., hm,k[0]]T (3.14)

The entire CIR matrix between the transmitter and receiver is

H =


h0,0 h1,0 · · · hM−1,0

h0,1 h1,1 · · · hM−1,1
...

... . . . ...

h0,K−1 h1,K−1 · · · hM−1,K−1



T

, (3.15)

with dimension MxKL.

In TR-MIMO, the CIR of all channels hm,k are known at the transmitter side. The

normalized, time-reversed version of these CIRs are used to filter the transmit data. We

construct a filtering matrix based on the time reversed version of the CIRs. This matrix

is an KLxM(2L− 1) matrix given by

G =


G0,0 G1,0 · · · GM−1,0

G0,1 G1,1 · · · GM−1,1
...

... . . . ...

G0,K−1 G1,K−1 · · · GM−1,K−1

 , (3.16)

where each submatrix Gm,k is an Lx(2L− 1) Toeplitz matrix defined by

Gm,k =


gm,k[L− 1] · · · gm,k[0] 0 · · · 0

0 gm,k[L− 1] · · · gm,k[0] · · · 0
... . . . . . . . . . . . . ...

0 · · · 0 gm,k[L− 1] · · · gm,k[0]

 (3.17)
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This is equivalent to

Gm,k =
1∑L−1

i=0 |hm,k[i]|2


hm,k[0] · · · hm,k[L− 1] 0 · · · 0

0 hm,k[0] · · · hm,k[L− 1] · · · 0
... . . . . . . . . . . . . ...

0 · · · 0 hm,k[0] · · · hm,k[L− 1]

 .
(3.18)

The equivalent channel response is Ĥ = HG which has dimension NxN(2L− 1).

Ĥ =


ĥ0,0 ĥ1,0 · · · ĥM−1,0

ĥ0,1 ĥ1,1 · · · ĥM−1,1
...

... . . . ...

ĥ0,M−1 ĥ1,M−1 · · · ĥM−1,M−1



T

. (3.19)

Each element ĥi,j is an (2L − 1)x1 auto-correlation or cross-correlation vector. The

peak value of the auto-correlation is at (L− 1)-th index.

Let us consider a block of N+2L-1 symbols of the transmit data to be sent to the

mth receiver antenna. We assume that channel does not change within this block. This

block of data can be represented by an (2L− 1)xN matrix

Xm =


xm[i− 2L+ 2] xm[i− 2L+ 3] · · · xm[i− 2L+N − 1]

...
... · · · ...

xm[i− 1] xm[i] · · · xm[i+N − 2]

xm[i] xm[i+ 1] · · · xm[i+N − 1]

 . (3.20)

The entire transmit signal matrix is

X =
1√
K

[X0,X1, ...,XM−1]
T , (3.21)

with the dimension M(2L − 1)xN . The scale factor 1/
√
K keeps the total transmit

power of the signal as the same as in the SISO case. The additive Gaussian noise at the

mth receiver antenna is a Nx1 vector

nm = [nm[i], nm[i+ 1], ..., nm[i+N − 1]]T , (3.22)
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and the entire noise matrix is an MxN matrix

n = [n0,n1, ...,nM−1]T , (3.23)

The matrix of the received signal with TR pre-filtering is

Y = HGX + n (3.24)

= ĤX + n (3.25)

where each row of the received matrix Y is

ym = [ym[i], ym[i+ 1], ..., ym[i+N − 1]],m = 0, 1, ...,M − 1. (3.26)

Substituting eqns.(3.15),(3.16) and (3.20) into eqn.(3.24), the received signal at the mth

receiver can be expressed by

ym =
K−1∑
j=0

hTm,jĤm,jXm +
K−1∑
j=0

M−1∑
i=0,i 6=m

hTm,jĤi,jXi + nTm. (3.27)

The first part of the received signal is the desired data stream with the summation of the

auto-correlation of K channels. The second part is the interference from other streams.

In the second part, the equivalent channel is the cross-correlation of channels, which is

generally small in comparison to the former.

3.2.4 ZF equalizer at the transmitter

The performance of the TR MIMO system can be further improved by using a ZF

equalizer at each receiver. One of the advantages of writing and implementing the sys-

tem in matrix notation is that we have a well-defined equivalent channel matrix whose

inverse can be computed for equalizer implementation. From (3.27), the coefficient of

the desired signal Xm is 1x(2L− 1) row vector Heqm given by

Heqm =
K−1∑
j=0

hTm,jĤm,j (3.28)

At each receiver, the ZF equalizer can be implemented to get the desired signal ŷm
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given by

ŷm = (HeqHmHeqm)−1HeqHmym (3.29)

The equalizer needed will be for a (2L − 1) tap channel. As a result, the complexity

of the equalizer required at the receiver is almost doubled. Another requirement for

implementing an equalizer at the receiver m is that the receiver should be aware of

the CSI from all K transmit antennas. This increases the complexity of the receiver

immensely.

To overcome the first problem, we can take advantage of the focussing effect of the

TR signal. We are aware of the fact that most of the energy of the equivalent channel is

centred around the central taps. So, we can pick only Leff central taps of the equivalent

channel and design the equalizer with this as the channel response. This reduces the

complexity of the receiver. We describe the results of using ZF equalizer by varying

Leff in the next subsection, where we present the simulation results.

3.2.5 Simulation Results

In this subsection we discuss the simulation results for the case of TR MIMO described

in Section 3.2. We consider a symbol rate of 200 Msps, which corresponds to a band-

width of 200 MHz keeping in mind that we are interested in ultra wideband channels.

We run our simulations for a total of 106 symbols assuming that the channel remains

stationary for every 100 symbols.

Figs. 3.4(a),(b) and (c) provide a comprehensive picture for analysis of the simula-

tion results obtained in this section. Theoretic BER for BSPK in AWGN is also plotted

for reference.

• "sim BER TR" denotes simulation BER for TR-MIMO system without equaliza-
tion.

• "sim BER TR ZF" denotes simulation BER for TR-MIMO system followed by
ZF Equalizer.

For the plots in Figure 3.4, the xk[l] is upsampled at the transmitter by a factor of

D = 3 before pulse shaping as mentioned in Section 3.2.2.

Insights:

1. From Figures 3.4(a) and 3.4(b) we can see that the BER performance degrades as
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the number of receiver antennas M increases keeping the number of transmit antennas

K constant. This is because of increase in the multiuser interference as the number of

users increases.

2. From Figures 3.4(b) and 3.4(c) we can see that the BER performance improves as

the number of transmit antennas K increases keeping the number of receive antenna

M constant. This is due to the increase in transmit diversity gain as the number of

transmitters increase.

3. ZF equalizer based on all (2L− 1) taps of the equivalent CIR is able to improve the

performance only by a small amount.

When compared to the simulation result for TR-SIMO case in Subsection 3.1.3, we

can clearly see that TR MIMO performs better in terms of BER, inspite of an increased

number of interference terms. This is because of the substantial transmit diversity ben-

efit achieved in TR-MIMO case, which is able to compensate the degradation due to

increased interference. The net effect is positive, which results in better BER perfor-

mance. To put this in terms of numbers, let K be the number of transmit antennas and

M be the number of receive antennas in TR-MIMO case.

For TR SIMO, K = 1, as a result the power of the central term in equivalent CIR is

1. There are (M − 1) multiuser interference terms corresponding to the M receivers.

For TR MIMO case, the power of the central term in equivalent channel response

is K due to the transmit diversity benefit by a factor of K. But there are (M − 1)K

interference terms.

From the above simulation, it is seen that the net effect of diversity gain of K and

interference form (M − 1)K terms is more positive than that of diversity gain of 1 and

interference form (M − 1) terms.

There are a few issues with implementation of TR-MIMO system at the transmitter

described in this Chapter. Firstly, upsampling the signal before pulse shaping at the

transmitter increases overhead/bandwidth considerably. Secondly, for implementing an

equalizer at the receiver, it should be aware of the CSI from all K transmit antennas.

This means that CSI should be available at both the transmitter and the receiver. In the

next Chapter we try to overcome these challenges by implementing TR-MIMO at the

receiver.
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(a) 6x3 TR ZF BER

(b) 6x4 TR ZF BER

(c) 8x4 TR ZF BER

Figure 3.4: BER performance of TR MIMO for different transmitter & receiver config-
urations for 20 tap channel. TR ZF stands for ZF equalization after TR.
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CHAPTER 4

TR processing at Receiver: Combining OFDM and TR

In the previous Chapter, we studied TR processing at the transmitter ie., we assumed

the transmitter is present at the base station and all the TR processing is done at the base

station. We learnt that TR-MIMO yields better results compared to TR SIMO commu-

nication system due to its superior transmit diversity gain which overcomes the degra-

dation due to augmented interference and noise. However, there are a few issues with

the implementation of TR MIMO system described in the previous Chapter. Firstly,

there is a substantial overhead due to upsampling of the data before pulse shaping at the

transmitter to reduce the ISI. Secondly, implementation of the equalizer at the receiver

requires the knowledge of CSI from all the transmitters, which requires implementation

of complex receivers. One good solution to the second problem is to do TR processing

at the receiver. It would also be good if we could somehow be able to get rid of the

upsampling overhead. Orthogonal Frequency-Division Multiplexing (OFDM) presents

an attractive option to overcome this problem of upsampling as the different symbols in

an OFDM block are sent over different subcarriers that are orthogonal to each other. As

a result, the need for upsampling is eliminated. This idea led to exploring the applica-

tions of TR and OFDM for MIMO communications. There have been some work done

on this idea by Farhang et al. (2016). In Aminjavaheri et al. (2017), an OFDM without

CP based solution for Massive MIMO applications is presented, where Cyclic Prefix

(CP) has been removed to increase the spectral efficiency and time reversal is employed

to deal with interference. Being a massive MIMO system, the results presented show

that the asymptotic achievable rate or capacity of the system can be increased (without

saturation) by increasing the number of base station antennas.

Taking inspiration from Aminjavaheri et al. (2017), we will investigate the BER per-

formance of the MIMO OFDM system without CP and use TR to counter the effects of

ISI and Inter Block Interference (IBI). We are specifically interested in the case where

the number of base station antennas are small compared to Massive MIMO where the

number of antennas can be of the order of 100s. We also present a Decision Feedback

based Interference Cancellation (DFIC) scheme to improve the BER performance after



TR processing. A Zero Forcing equalizer with lower complexity can then be used to fur-

ther improve the performance. Based on these modifications,we present the analytical

expressions and simulation results for our OFDM (without CP) TR system and com-

pare the performance of the system after each post processing steps. We also compare

the BER performance with that of MIMO OFDM with CP. Finally, we present insights

gained from our implementation.

4.1 OFDM without CP followed by Time Reversal

In this section, we present a MIMO system based on OFDM without CP. OFDM is

similar to Frequency-division Multiplexing (FDM) but the different carriers are closely

spaced enabled by the choice of orthogonal carriers. OFDM handles frequency selectiv-

ity by dividing a frequency selective channel into smaller flat fading channels called as

sub-carriers and each sub-carrier modulates different transmit baseband symbols as in

FDM. The addition of Cyclic Prefix (CP) at the beginning of an OFDM symbol allevi-

ates the effects of multipath channel and helps in avoiding ISI between adjacent OFDM

symbols .

However, in our system, we are interested in OFDM without CP or with insuffi-

cient CP. The reason for removing CP is, it causes high overhead in case of multipath

channels with large delay spread compared to the time resolvability window. This is

for the case where the delay spread of the multipath channel is greater that 50 times

Ts = 1/Bandwidth of the system. Consequently, the number of channel taps will also

be large (>50 in this case).

We consider the case of uplink transmission, assuming that base station will have

enough resources to perform TR and other post processing techniques. The MIMO

system consists of K transmit mobile terminals and M receive antennas which are fixed

to the base station.

4.1.1 Channel Model

The channel model is exactly similar to the one described in the previous Chapter for

the TR MIMO case. As before, we assume an L-tap channel model with Rayleigh
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fading taps which are independent of each other. The CIR between transmit antenna k

and receive antenna m in discrete time form is

hm,k = [hm,k[0], hm,k[2], ...., hm,k[L− 1]]T (4.1)

4.1.2 System Model

We consider a discrete-time model for our analysis which is followed in Aminjavaheri

et al. (2017). Let xk[l] represent the transmit signal of the kth mobile terminal in discrete

time. Thus, the received signal at the mth receiver antenna can be obtained as

ym[l] =
K−1∑
k=0

xk[l] ? hm,k[l] + nm[l], (4.2)

where nm[l] is the complex additive white Gaussian noise at the input of mth receiver

antenna.

In this Chapter we assume OFDM modulation is used for data transmission with

the total number of N subcarriers. For our case of OFDM without CP, we don’t insert

CP bits in between the successive OFDM blocks. Therefore, the ith OFDM block of

transmitter k can be obtained as

xk,i = FHNdk,i, (4.3)

where FN is the N -point normalized Discrete Fourier Transform (DFT) matrix and

dk,i = [dk,i[0], dk,i[1], ..., dk,i[N−1]T is the transmit data vector of terminal k on symbol

time index i.

We can write the expression of received block ym,i = [ym[iN ], ym[iN+1], ..., ym[iN+

N−1]]T at the receiverm at time index i in terms of channel matrices H(i,i−1)
m,k and H(i,i)

m,k .
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These are NxN convolution matrices defined below.

H(i,i−1)
m,k =



0 · · · hm,k[L− 1] hm,k[L− 2] · · · hm,k[1]

0 · · · 0 hm,k[L− 1] · · · hm,k[2]
... . . . ...

... . . . ...

0 · · · · · · · · · · · · hm,k[L− 1]

0 · · · · · · · · · · · · 0
...

...
...

... . . . ...

0 · · · · · · · · · · · · 0


(4.4)

,

H(i,i)
m,k =



hm,k[0] 0 0 · · · 0

hm,k[1] hm,k[0] 0 · · · 0
...

...
... . . . ...

hm,k[L− 1] hm,k[L− 2] hm,k[L− 3] · · · 0

0 hm,k[L− 1] hm,k[L− 2] · · · 0
...

...
... . . . ...

0 0 0 · · · hm,k[0]


, (4.5)

Based on the definitions in eqns.(4.3),(4.4) and (4.5), eqn.(4.2) can be rewritten in ma-

trix form as

ym,i =
K−1∑
k=0

H(i,i−1)
m,k xk,i−1 + H(i,i)

m,kxk,i + nm,i. (4.6)

The matrices H(i,i−1)
m,k and H(i,i)

m,k , when multiplied to the vectors xk,i−1 and xk,i, create

the tail of the block i-1 overlapping with L-1 symbols in the beginning of the block i

and the channel affected block i, respectively. The vector nm,i includes N samples of

the AWGN signal nm[l] at the position of block i.

At the base station, for a given transmitter mobile terminal, say k, the received

signals are first pre-filtered with the time-reversed versions of the Channel Impulse

Response (CIRs) between that terminal and the corresponding base station receiver an-

tennas. Then, the resulting signals are combined with each other. Using eqn.(4.2), this
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Figure 4.1: OFDM without CP Time Reversal System

procedure can be mathematically written as

yTRk [l] =
M−1∑
m=0

ym[l] ? gm,k[l] =
K−1∑
j=0

xj[l] ? ukj[l] + nTRk [l], (4.7)

where

ukj[l] ,
M−1∑
m=0

hm,j[l] ? gm,k[l], (4.8)

and

gm,k(l) =
h∗m,k(L− 1− l)
L−1∑
i=0

|hm,k(i)|2
. (4.9)

Here ukj[l] is the equivalent composite CIR after TR operation. In particular, ukj[l]

for j 6= k, is the cross-talk CIR between the transmitters k and j, and ukk[l] is the time

reversal equivalent CIR of the transmitter k. nTRk [l] ,
M−1∑
m=0

nm[l] ? gm,k[l] is the noise

contribution after TR operation.

We can write the expression of ith block of the signal yTRk [l] as a Nx1 vector yTRk,i =

[yTRk [iN ], yTRk [iN + 1], ..., yTRk [iN +N − 1]]T in terms of equivalent channel matrices

U(i,i−1)
kj ,U(i,i)

kj and U(i,i+1)
kj . These are NxN convolution matrices defined below.
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U(i,i−1)
kj =



0 · · · ukj[2L− 2] uk,j[2L− 3] · · · ukj[L]

0 · · · 0 ukj[2L− 2] · · · ukj[L+ 1]
... . . . ...

... . . . ...

0 · · · · · · · · · · · · ukj[2L− 2]

0 · · · · · · · · · · · · 0
...

...
...

... . . . ...

0 · · · · · · · · · · · · 0


(4.10)

,

U(i,i)
kj =



ukj[L− 1] ukj[L− 2] · · · ukj[1] ukj[0] 0 · · · 0

ukj[L] ukj[L− 1] · · · ukj[2] ukj[1] ukj[0] · · · 0
...

... . . . ...
...

... . . . ...

ukj[2L− 2] ukj[2L− 3] · · · ukj[L] ukj[L− 1] ukj[L− 2] · · · 0

0 ukj[2L− 2] · · · ukj[L+ 1] ukj[L] ukj[L− 1] · · · 0
...

... . . . ...
...

... . . . ...

0 0 · · · 0 0 0 · · · ukj[L− 1]


(4.11)

,

U(i,i+1)
kj =



0 0 · · · 0 0 · · · 0
...

... . . . ...
... . . . ...

ukj[0] 0 · · · 0 0 · · · 0

ukj[1] ukj[0] · · · 0 0 · · · 0
...

... . . . ...
... . . . ...

ukj[L− 3] ukj[L− 4] · · · ukj[0] 0 · · · 0

ukj[L− 2] ukj[L− 3] · · · ukj[1] ukj[0] · · · 0


. (4.12)

Based on the definitions in eqns.(4.10),(4.11) and (4.12), eqn.(4.7) can be rewritten
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in matrix form as

yTRk,i =
K−1∑
j=0

(U(i,i−1)
kj xj,i−1 + U(i,i)

kj xj,i + U(i,i+1)
kj xj,i+1) + nTRk,i , (4.13)

where the vector nTRk,i contains N samples of the AWGN signal nTRk [l] at the position of

the block i. The matrices U(i,i−1)
kj ,U(i,i)

kj and U(i,i+1)
kj are convolution matrices comprising

the Inter Block Interference (IBI) components due to the tail of the block i-1, the ISI

components within the block i and the IBI components originating from the beginning

of the block i+1, respectively.

We then send the signal yTRk,i through a DFT block to recover the bits sent over the

different subcarriers. Mathematically, this can be written as

ȳTRk,i = FN
(K−1∑

j=0

(
U(i,i−1)
kj xj,i−1 + U(i,i)

kj xj,i + U(i,i+1)
kj xj,i+1

)
+ nTRk,i

)

=
K−1∑
j=0

(
Ū(i,i−1)
kj dj,i−1 + Ū(i,i)

kj dj,i + Ū(i,i+1)
kj dj,i+1

)
+ n̄TRk,i , (4.14)

where Ū(i,i−1)
kj = FNU(i,i−1)

kj FHN , Ū(i,i)
k,j = FNU(i,i)

kj FHN , Ū(i,i+1)
kj = FNU(i,i+1)

kj FHN
and n̄TRk,i = FNnTRk,i FHN .

In order to understand the above equation, we need to write down the expression

for the pth element of the recovered data vector ȳTRk,i . Let ȳTRk,i [p] be the pth element of

vector ȳTRk,i . Also, let U (i,i−1)
kj,pq , U

(i,i)
kj,pq and U (i,i+1)

kj,pq be the element at the pth row and

qth column of the matrices Ū(i,i−1)
kj , Ū(i,i)

k,j and Ū(i,i+1)
kj respectively. Then ȳTRk,i [p] can be

written as

ȳTRk,i [p] = U
(i,i)
kk,ppdk,i[p]︸ ︷︷ ︸

Desired Signal

+
N−1∑

q=0,q 6=p

U
(i,i)
kk,pqdk,i[q]︸ ︷︷ ︸

Intra Block Interference

+
N−1∑
q=0

(
U

(i,i−1)
kk,pq dk,i−1[q] + U

(i,i+1)
kk,pq dk,i+1[q]

)
︸ ︷︷ ︸

Inter Block Interference

+
K−1∑

j=0,j 6=k

N−1∑
q=0

(
U

(i,i−1)
kj,pq dj,i−1[q] + U

(i,i)
kj,pqdj,i[q] + U

(i,i+1)
kj,pq dj,i+1[q]

)
︸ ︷︷ ︸

Multi User Interference

+ n̄TRk,i [p]︸ ︷︷ ︸
Noise

.

(4.15)

From the above eqn.(4.15), we can see that although the desired term has high energy

coefficient, it still suffers from interference from the symbols in the current block i, Inter
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Block Interference (IBI) from the previous and future blocks. In the next subsection

we will try to get rid of Intra Block Interference and Multi User Interference (MUI)

terms for the current block i by employing ZF equalizer for a particular subcarrier. We

will then try to remove IBI terms from the previous block as well as the interference

terms from the past symbols in the current block by using a Decision Feedback based

Interference Cancellation (DFIC) mechanism described in the later subsection.

4.1.3 Zero Forcing Post Equalization

The structure of OFDM helps us to design a multiuser equalizer after TR. We consider

each subcarrier individually, and apply Zero Forcing (ZF) matrix constraint to eliminate

the interference coming from different transmit antennas. To generate the ZF matrix for

a given subcarrier p, we reformulate the eqn.(4.15) as follows.

Let ȳTRi [p] = [ȳTR0,i [p], ..., ȳTRK−1,i[p]]
T contain the pth output of the DFT blocks for

the different terminals. Similarly, we define the noise vector n̄TRi [p] = [n̄TR0,i [p], ..., n̄TRK−1,i[p]]
T .

To express different interference terms, we construct KxK matrices U(i,i−1)
pq ,U(i,i)

pq and

U(i,i+1)
pq according to

[
U(i,i−1)
pq

]
kj

= U
(i,i−1)
kj,pq ,

[
U(i,i)
pq

]
kj

= U
(i,i)
kj,pq and

[
U(i,i+1)
pq

]
kj

=

U
(i,i+1)
kj,pq . Note that

[
A
]
kj

denotes the element at kth row and jth column of matrix A.

Following the above definitions, we can rearrange eqn.(4.15) as

ȳTRi [p] = U(i,i)
pp di[p]+

N−1∑
q=0,q 6=p

U(i,i)
pq di[q]+

N−1∑
q=0

(
U(i,i−1)
pq di−1[q]+U(i,i+1)

pq di+1[q]
)

+n̄TRi [p].

(4.16)

The term U(i,i)
pp di[p] contains the desired signals as well as the interference from ith

blocks of different mobile terminals transmitted in the same subcarrier frequency slot p.

More specifically, the diagonal elements of U(i,i)
pp correspond to the desired signal terms

and the off-diagonal elements correspond to the interference terms. The ZF equalizer

matrix is the inverse of the matrix U(i,i)
pp . The recovered data for the pth subcarrier after

ZF equalization can be written as

d̂i[p] =
(

U(i,i)
pp

)−1
ȳTRi [p]. (4.17)
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We now describe an easy way to generate the matrix U(i,i)
pp . Recall that

[
U(i,i)
pp

]
kj

= U
(i,i)
kj,pp =

[
Ū(i,i)
k,j

]
pp

= fTp U(i,i)
kj f∗p, (4.18)

where fp is the (p − 1)th row of the DFT matrix. After some algebraic manipulations[
U(i,i)
pp

]
kj

can be found as

[
U(i,i)
pp

]
kj

= U
(i,i)
kj,pp = fTp U(i,i)

kj f∗p =
1

N

2L−2∑
l=0

(
N − |l − (L− 1)|

)
ukj[l]e

−j
2π

(
l−(L−1)

)
p

N .

(4.19)

Based on the above expression,
[

U(i,i)
pp

]
kj

is equal to the pth coefficient of the N -point

DFT of the signal u′kj ,

(
N−|l−(L−1)|

)
N

ukj[l]e
j
2π(L−1)p

N . Hence,
[

U(i,i)
pp

]
kj

can be com-

puted efficiently using the FFT algorithm.

Although the ZF equalizer matrix is able to get rid of multiuser interference (MUI)

from the same subcarrier in the current block i, we have to note that the complexity of

the equalizer has almost doubled as, we now have an equivalent CIR having (2L − 1)

taps. This is not an efficient equalizer as its complexity has now almost doubled. We

will now try to get rid of IBI terms from the previous block as well as the interference

terms from the past symbols in the current block by using a novel Decision Feedback

based Interference cancellation(DFIC) mechanism in the next subsection.

4.1.4 Decision Feedback based Interference Cancellation (DFIC)

In the previous subsection, we used a ZF equalizer after TR processing to get rid of

the Intra Block interference and Multi User Interference for the current block indexed

i. However, this increased the complexity of the equalizer by almost 2 times. We now

present a Decision Feedback based Interference Cancellation (DFIC) scheme which can

be used to eliminate the interference terms arising from the past symbols based on the

decision made on them. Before we present the algorithm, the notation that would be

useful in understanding and implementing the algorithm is presented Notation
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• Let a · b denote the scalar dot product between 2 vectors a and b.

• Let a = [a[0], a[1], ..., a[N−1]]T and b = [b[0], b[1], ..., b[N−1]]T be two vectors
of length N . Then

–
[
a(n− L + 1 : n− 1)

]
= [a[n− L + 1], a[n− L + 2], ..., a[n− 1]]T is an

(L−1) length vector whose elements are the (L−1) elements of the vector
a preceding the element a[n].

–
[
a(N−L+n+1 : N−1) b(0 : n−1)

]
,
[
a[N−L+n+1], a[N−L+n+

2], ..., a[N − 1], b[0], b[1], ..., b[n− 3], b[n− 1]
]T

is an (L− 1) length vector
whose first (L−n− 1) elements are the last (L−n− 1) elements of vector
a and last (n) elements are the first (n) elements of vector b respectively.

Let us now recall the definitions of few vectors that will be used in the algorithm.

1) Let uDFij , [uij[2L − 2], uij[2L − 3], ..., uij[L]]T for all i ∈ [0, K − 1] and j ∈

[0, K − 1]. Recall the definition of uij[2L− 2] from eqn.(4.8).

2) Let Rk , yTRk,i for all k ∈ [0, K − 1]. Recall the definition of yTRk,i from equation

(4.13).

3) Let n denote the index of the symbol for which the decision is being made. n in-

creases from 0 to N -1 in the algorithm.

4) Let xk,isi denote the (L-1)-length vector containing L-1 symbols preceding the cur-

rent symbol indexed by n for which the decision is being made. These L-1 symbols

will contribute to the interference terms for the current symbol apart from the future

L-1 symbols. As n varies, this window of L-1 preceding symbols in the vector xk,isi

also moves forward, for all k ∈ [0, K − 1].

5) Let yk,i denote the N -length vector storing the current block of received symbols

transmitted by the kth transmit antenna after decision on the nth symbol has been made.

This vector yk,i is temporary and keeps changing as n varies. When n = N − 1, we

store this vector yk,i as ȳTR,DFk,i which is the current block of received symbols from kth

transmit antenna after decision on all N −1 symbols have been made. ȳTR,DFk,i will now

be used as the previous block for DFIC carried out on (i+ 1)th block symbols.
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Now we are ready to describe the algorithm.

Algorithm 1: Decision Feedback based Interference Cancellation
Result: Write here the result

n = 0

Rk = yTRk,i
xk,i−1 = IDFT (ȳTR,DFk,i−1 )

while n ≤ (N − 1) do
k =0

while k ≤ (K − 1) do
xk,i,isi = IDFT (yk,i)

if n ≥L−1 then
xk,isi = [xk,i,isi(n− L+ 1 : n− 1)]

else
xk,isi = [xk,i−1(N − L+ n+ 1 : N − 1) xk,i,isi(0 : n− 1)]

end

k= k+1
end

k =0

while k ≤ (K − 1) do

Risi =
K−1∑
j=0

(uDFkj · xj,isi)

Rk[n] = Rk[n]−Risi

yk,i = DFT (Rk)

if n = (N -1) then
ȳTR,DFk,i = yk,i

end

k = k+1
end

n = n + 1
end

From the above algorithm, we are able to get rid of half the interference terms from

the expression in eqn.(4.13). This is because, we are subtracting the interference caused

due to previous (L − 1) bits when we are making a decision for the current bit. As a

result, after DFIC, the eqn.(4.15) gets modified to
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ȳTR,DFk,i [p] = U
(i,i)DF
kk,pp dk,i[p]︸ ︷︷ ︸
Desired Signal

+
N−1∑

q=0,q 6=p

U
(i,i)DF
kk,pq dk,i[q]︸ ︷︷ ︸

Intra Block Interference

+
N−1∑
q=0

+U
(i,i+1)DF
kk,pq dk,i+1[q]︸ ︷︷ ︸

Inter Block Interference

+
K−1∑

j=0,j 6=k

N−1∑
q=0

(
U

(i,i)DF
kj,pq dj,i[q] + U

(i,i+1)DF
kj,pq dj,i+1[q]

)
︸ ︷︷ ︸

Multi User Interference

+ n̄TRk,i [p]︸ ︷︷ ︸
Noise

+ ēTRk,i [p]︸ ︷︷ ︸
Detection error

(4.20)

In the above equation, we are able to get rid of interference terms from the previous

block indexed by (i − 1). We are also able to get rid of intra block interference due to

past symbols in the current block. Please note that the term ēTRk,i [p] denotes the noise

contribution due to making error in detecting the past symbols. Also note that the

frequency domain equivalent channel matrices have now been modified to U (i,i)DF
kj and

U
(i,i+1)DF
kj as the equivalent channel matrices U(i,i)

kj and U(i,i+1)
kj , themselves can treated

as that of an L tap channel after accounting for interference from the last L − 1 taps.

The equivalent channel matrix U(i,i−1)
kj can now be treated as a zero matrix for reasons

stated above.

Figure 4.2: Simplistic flow diagram describing DFIC
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The modified equivalent CIR matrices U (i,i)DF
kj and U (i,i+1)DF

kj can be constructed as

described in eqn.(4.11) and eqn.(4.12) except that now the elements ukj[l] = 0 for all

l ∈ [L, 2L − 2]. This is equivalent to saying that the equivalent channel impulse has

been truncated from (2L-1) taps to L taps by making the last (L-1) taps equal to zero.

This gives an improved BER performance compared to just TR processing described in

Subsection 4.1.2. This will be validated in the next subsection where we present our

simulation results. The performance can be improved further by implementing a ZF

equalizer after DFIC.

4.1.5 Zero Forcing Equalization with L tap CIR

We have seen that DFIC improves the performance of the system by reducing the

amount of interference experienced by the desired signal. This can be seen from the re-

duced number of interference terms in the eqn.(4.20) when compared to that in eqn.(4.15).

The next question that arises is that can we do better than this? The answer is YES. We

can implement a ZF equalizer after DFIC. We follow the same steps as described in

Subsection 4.1.3 to generate the ZF matrix for a given subcarrier p. The only differ-

ence is that now the channel matrix U(i,i)
kj has been replaced by U(i,i),DF

kj . Following

the steps described in Subsection 4.1.3, we can write the expression for ȳTRi [p] =

[ȳTR0,i [p], ..., ȳTRK−1,i[p]]
T containing the pth output of the DFT blocks for the different

terminals as

ȳTR,DFi [p] = U(i,i),DF
pp di[p]+

N−1∑
q=0,q 6=p

U(i,i),DF
pq di[q]+

N−1∑
q=0

U(i,i+1),DF
pq di+1[q]+n̄TRi [p]+ēTRi [p]

(4.21)

The term U(i,i),DF
pp di[p] contains the desired signals as well as the interference from

ith blocks of different mobile terminals transmitted in the same subcarrier frequency

slot p. More specifically, the diagonal elements of U(i,i),DF
pp correspond to the desired

signal terms and the off-diagonal elements correspond to the interference terms. The

ZF equalizer matrix is the inverse of the matrix U(i,i),DF
pp . The recovered data for the pth

subcarrier after ZF equalization can be written as

d̂
DF

i [p] =
(

U(i,i),DF
pp

)−1
ȳTR,DFi [p]. (4.22)
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We now describe an easy way to generate the matrix U(i,i),DF
pp . Recall that

[
U(i,i),DF
pp

]
kj

= U
(i,i),DF
kj,pp =

[
Ū(i,i),DF
k,j

]
pp

= fTp U(i,i),DF
kj f∗p, (4.23)

where fp is the (p − 1)th row of the DFT matrix. After some algebraic manipulations[
U(i,i),DF
pp

]
kj

can be found as

[
U(i,i),DF
pp

]
kj

= U
(i,i),DF
kj,pp = fTp U(i,i),DF

kj f∗p =
1

N

L−1∑
l=0

(
N−|l−(L−1)|

)
ukj[l]e

−j
2π

(
l−(L−1)

)
p

N .

(4.24)

Based on the above expression,
[

U(i,i)
pp

]
kj

is equal to the pth coefficient of the N -point

DFT of the signal u′kj ,

(
N−|l−(L−1)|

)
N

ukj[l]e
j
2π(L−1)p

N for all l ∈ [0, L − 1]. Hence,[
U(i,i),DF
pp

]
kj

can be computed efficiently using the FFT algorithm.

Therefore, we have been able to reduce the ZF equalizer complexity by half com-

pared to the ZF equalizer implemented in Subsection 4.1.3. We present the simulation

results for our system in the next section

4.2 Simulation Results

In this section we discuss the simulation results obtained for the 4 cases presented in

the previous section namely:

• Case 1: OFDM without CP followed by TR (denoted by "TR" in the plots).

• Case 2: OFDM without CP followed by TR and ZF equalizer with (2L− 1) taps(
denoted by "TR ZF 2L-1" in the plots)

• Case 3: OFDM without CP followed by TR and DFIC (denoted by "TR DFE" in
the plots).

• Case 4: OFDM without CP followed by TR, DFIC and ZFequalizer with L taps
(denoted by "TR DFE ZF L" in the plots).

For all our simulations, we consider an DFT size of N = 256, ie, there are 256

subcarriers. We assume that all 256 subcarriers are utilized. We consider BPSK data

symbols dk,i for our simulations, however the results are valid for any QAM modulation
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scheme. All the simulations are run for a total of 106 symbols and the Channel is

assumed to be stationary for every 1000 symbols.

Figure 4.3: Receive diversity for 50 tap channel

In Figure 4.3, we can see BER of OFDM without CP followed by TR system for the

case where there are 4 transmit mobile stations and 50 tap channel. From the plot we can

see that there is obvious receive diversity benefit as we increase the number of receiver

antennas at the base station. Another insight from the plot is that BER curve saturates

after a certain SNR level depending on the number of receiver antennas. This validates

the theoretical knowledge that SINR saturates for OFDM w/o CP TR system when the

number of receive antennas are finite as presented in Aminjavaheri et al. (2017).

Figure 4.4: BER vs SNR for 16x4 with varying channel taps L

In Figure 4.4, we compare the BER performance of OFDM without CP followed

by TR system for a given configuration of 16x4 MIMO system by varying the number
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of channel taps. It is observed that for small SNR value, the BER is better when the

number of channel taps L is large. However, for a given configuration KxM , the BER

saturates to the same value for all values of L.

Figure 4.5: BER for 16x4 OFDM w/o CP TR ZF with varying number of equalizer taps
for L=20 channel taps

We next consider Case 2, where we implement a ZF equalizer after TR processing

at the receiver with the hope of improving the performance. The ZF equalizer matrix is

constructed using all (2L−1) taps of the equivalent CIR after TR processing. Although

this improves the performance of the system in terms of BER, but it also increases the

equalizer complexity by almost 2 times. One advantage of TR is the temporal focussing

effect, by which most of the energy is concentrated around the central tap of the equiv-

alent CIR. As a result, we can construct an equalizer considering only the central taps

of the equivalent CIR. In other words, we consider a truncated CIR for constructing the

ZF equalizer matrix. Figure 4.5 shows the BER performance for 16x4 OFDM w/o CP

TR ZF system where we vary the number of central taps used for constructing the ZF

equalizer matrix. In the legend, L stands for the number of channel taps which is equal

to 20 for this simulation. As expected, there is a trade off between complexity of the ZF

equalizer and the BER performance. The BER performance improves as we consider

more and more number of central taps for constructing the ZF equalizer matrix. The

best performance is obtained when all (2L − 1) taps of the equivalent CIR is used for

constructing the ZF equalizer matrix.

Next, we consider Case 3 and Case 4, where instead of using a ZF equalizer based

on (2L-1) taps, we implement a DFIC block after TR as described in Subsection 4.1.4.
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(a) 50 tap channel (b) 70 tap channel

Figure 4.6: BER vs SNR for 16x4 MIMO system

This helps to get rid of interference terms from the past (L− 1) bits, decision on which

has already been made. From Figures 4.6(a) and 4.6(b), we can see that green curve

"TR DFE" which stands for the BER for the recovered bits after DFIC block performs

much better than the OFDM w/o CP TR curve "TR" depicted by pink. After the DFIC

processing,we can improve the BER further by implementing a ZF Equalizer based only

on the firstL taps of the equivalent CIR as described in Subsection 4.1.5. This is because

interference originating due to the last (L− 1) taps have already been cancelled by the

DFIC block. Comparing the position of the red curves in Figures 4.6(a) and 4.6(b) we

can see that the ZF equalizer based on L taps improves the BER performance as the

number of channel taps increases. Also, it is able to achieve a better BER performance

for system compared to that of OFDM w/o CP TR followed by ZF equalizer based

on (2L − 1) taps(shown by black curve "TR ZF 2L-1") described in Subsection 4.1.3.

This is true for the case where the number of channel taps L is greater than 40 for our

configuration of 16x4 MIMO system considered for the simulation.

To summarize, by using a DFIC block followed by a ZF Equalizer based on L taps,

we are able to achieve a better BER performance compared to the BER performance

of conventional ZF Equalizer based on (2L − 1) taps. However, this is valid only if

the number of channel taps are large enough(≥ 40 for our simulation). Hence this is a

possible solution for multipath channels with large delay spread compared to the time

resolvability window or the sampling period.

In Figures 4.7(a) and 4.7(b), the BER performance of Conventional OFDM with CP

and OFDM without CP have also been plotted to describe a complete picture of what
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(a) 50 tap channel

(b) 70 tap channel

Figure 4.7: Comparison of different OFDM schemes

we have achieved. They are denoted by "OFDM" and "OFDM w/o CP" respectively in

the legend. This has been done to allow a comprehensive comparison of all the systems

implemented in this Chapter. We can clearly see that our proposed system of OFDM

w/o CP followed by TR, DFIC and ZF Equalizer achieves the best BER in bad channel

conditions(small value of Eb/N0) when the number of channel taps are large. As a

result, this system can be used as an alternate for conventional OFDM with CP during

poor channel conditions. Let V dB denote the cross over point Eb/N0 value when the

Conventional OFDM with CP’s BER curve crosses the red curve in Figures 4.7(a) and

4.7(b). We can define poor channel conditions as the region in the BER curve when

Eb/N0 is between -5 dB and V dB. This crossover point moves towards the right as the

number of channel taps L increases, thus making our system more and more attractive
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for operation in this regime.

We are able to nullify the effect of interference from the previous (L− 1) bits with

the help of DFIC. Can we improve the performance further? In order to inquire this, we

tried hybrid methods by allowing 20% Zero Padding after every block. This helps to

reduce the interference due to the future block symbols. The simulation results is shown

in Figure 4.8 below for a 50 tap channel. We see that the BER improves marginally

compared to the BER without zero padding. The dotted lines denote the case where

no zero padding is done and the solid lines denote the case where 20% zero padding is

employed.

Figure 4.8: OFDM schemes w and w/o ZP for 16x4 MIMO with 50 tap channel

One possible query in the mind of the readers can be, why are we considering neg-

ative Eb/N0 in our simulations as described in the BER plots of Figure 4.7 (a) and (b).

The reason for this is that althoughEb/N0 is negative, the corresponding SNR and SINR

are positive due to the huge receive diversity gain achieved by TR processing. This can

be seen from the SINR and SNR plots in Figures 4.9(a) and 4.9(b) respectively. We can

observe that SINR saturates as Eb/N0 becomes positive whose direct consequence is

the BER saturation, but SNR increase linearly with Eb/N0.

However, a major challenge is the Channel estimation in poor channel conditions

during the channel probing phase of TR. This can be overcome by using a pilot signal

whose length is greater than L. This can help us to estimate channel by sending pseudo

random pilot sequence whose correlation peak can be used to estimate the channel.
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(a) SINR vs Eb/N0 (b) SNR vs Eb/N0

Figure 4.9: SINR and SNR for 16x4 OFDM w/o CP in 70 tap channel

However, this incurs some overhead. But as mentioned in the Introduction Chapter, we

consider perfect knowledge of channel for our study of TR throughout this thesis. Per-

haps, efficient channel estimation in poor channel conditions can be treated as potential

direction of future research.
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CHAPTER 5

Conclusions and Future Work

Two implementations of Time Reversal (TR) processing have been studied: at the trans-

mitter and at the receiver. From the study of TR processing at the transmitter, we see that

TR MIMO performs better than TR SIMO in terms of BER, due to the superior trans-

mit diversity gain which is able to overpower the degradation due to increased Multi

User Interference (MUI). For a particular configuration of KxM TR MIMO system, on

increasing the number of channel taps results in an improvement in BER performance.

The BER can be further improved by using a ZF equalizer after TR processing, but this

does not yield significant improvement. One of the major challenges of TR processing

at the transmitter studied in this thesis is that it incurs considerable overhead due to

the upsampling done before pulse shaping. We try to overcome this challenge by using

OFDM technique where adjacent symbols are sent over different subcarrier frequencies

which are orthogonal to each other.

We also study (uplink) TR processing at the receiver (Base station) as it provides

us with the opportunity to leverage the availability of computational resources at the

Base station. This can be used to carry out the complex ZF Equalization and Decision

Feedback based Interference Cancellation after TR processing. We begin by imple-

menting OFDM w/o CP followed by TR and ZF equalizer using all (2L− 1) taps of the

equivalent CIR. Through the use of a DFIC block followed by ZF equalizer based on L

taps, we are able to lower the BER saturation floor further if the number of channel taps

L is large enough. We also compare the performance of this new system with that of

conventional OFDM with CP. It is observed that the proposed system performs better

than conventional OFDM with CP in poor channel conditions. But this brings about the

need for efficient Channel estimation in poor channel conditions (low SNR).

Potential sources for future research work can be coming up with an efficient way

of reliable channel estimation in poor channel conditions. One interesting idea to work

on is the use of TR processing for channel shortening applications. This will help in

reducing the effect of ISI suffered in large tap channels. Another interesting idea to



explore is that of TR processing in underwater acoustics application. There has been

some study about TR in underwater acoustic channels with OFDM modulation by Edel-

mann et al. (2005) and Gomes and Barroso (2004). Underwater acoustic channels have

small bandwidth, and hence, a small number of taps. Another interesting application

of TR technique is indoor localization or position detection Chen et al. (2016) where

TR signatures of CIR from different locations in an indoor setting are correlated with

the incoming signal to estimate the location from which the signal originated. Ray Liu

and his team has been carrying out active research in this area. Some of the interesting

solutions developed using time reversal by his team most recently include TR-Breath

Chen et al. (2018) where TR technique is used to monitor the breathing rate of a per-

son, and TRIEDS Xu et al. (2017b) which deals with wireless event detection. The

most recent addition to their work is TR based human identification Xu et al. (2017a),

which eliminates need for physical contact between human and identification device to

capture human biometric traits.

Overall, TR is a useful DSP tool that can provide substantial advantages in a diverse

set of communication applications. The goal of this thesis has been to document the

benefits of TR processing in MIMO and OFDM contexts.
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