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ABSTRACT

KEYWORDS: Time-of-flight imaging; lock-in correlation sensors; focal sweep;

deblurring; depth of field extension

Time-of-flight (ToF) imaging is an active method that utilizes a temporally modulated

light source and a correlation-based (or lock-in) imager that computes the round-trip

travel time from source to scene and back. Much like conventional imaging, ToF cam-

eras suffer from the trade-off between depth of field (DOF) and light throughput: larger

apertures allow for more light collection but results in smaller depth of field. This is

especially limiting in ToF systems since they are active and are limited by illumination

power, which eventually limits performance in long-range imaging or imaging in strong

ambient illumination (such as outdoors). Motivated by recent work in extended depth

of field imaging for photography, we propose a focal-sweep based image acquisition

methodology to increase depth-of-field and eliminate defocus blur. Our approach al-

lows for a simple inversion algorithm to recover all-in-focus images which is validated

through simulation and experiment. We demonstrate a proof-of-concept focal sweep

time-of-flight acquisition system and show results for a real scene.
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CHAPTER 1

Introduction

Time-of-flight (ToF) sensors are becoming commonplace in many consumer products

(popular examples include Google’s Project Tango, Microsoft’s Kinect, and Creative’s

Senz3D) and are being used widely in many traditional and non-traditional applications

in computer vision and graphics (Bhandari et al., 2014; Heide et al., 2013). There

are broadly two classes: pulse modulated ToF sensors and continuous-wave modulated

ToF sensors. The scope of this report is restricted specifically to continuous-wave ToF

cameras, which calculate depth by measuring the phase difference between the emitted

and received optical signal. This class of ToF sensors has emerged as an efficient,

low-cost, compact and versatile depth imaging solution. Section 1.1 provides a brief

overview the working methodology of ToF cameras. A more elaborate overview can be

found in M. Hansard and Horaud (2013).

Even though ToF cameras seem a promising technology for a wide variety of ap-

plications which require real-time 3D information, the current generation of ToF sen-

sors suffer from poor spatial resolution, temporal variation and sensor noise (Fursattel

et al., 2015). The distance measurement also suffers from wiggling (Lefloch et al.,

2013), internal scattering (Karel et al., 2012), and temperature related errors (Fursat-

tel et al., 2015). Development of ToF sensors have addressed these limitations with

improved designs (Chiabrando et al., 2010; Mure-Dubois and Hügli, 2007); however,

light throughput remains a significant challenge. Because ToF cameras rely on active

light sources, whose intensity cannot be increased indefinitely due to safety and power

restrictions, time-of-flight cameras suffer from poor light throughput. For static scenes,

one option is to increase exposure duration; however, for natural scenes that do involve

either camera motion or subject motion, this results in motion blur. The integration

time of the ToF senors also cannot be increased too much as it has to be short enough

to allow real-time operation. Consequently, a compromise is struck and a lens with

large numerical aperture is used to make best use of the available light at the expense of

decreasing the depth of field (DOF) and increasing defocus blur. The non-linear image

formation model of ToF cameras further aggravates the problem, leading to artifacts
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Figure 1.1: Focal sweep imaging for handling large defocus blur in next generation
time-of-flight (ToF) cameras: For scenes with large depth variation (left)
ToF cameras with small pixels (8 µm) will suffer from large defocus blur
outside of the focus plane (center). We propose sweeping the focus over the
scene during image exposure and deblurring the captured measurements
before recovering the depth and amplitude (right). Top row: Measured am-
plitude images. Bottom Row: Computed depth map with the color map
used throughout this paper.

like "flying pixels" around depth discontinuities and loss of texture detail. As the pixel

sizes shrink in future generations of ToF sensors, the effect of defocus blur will only

magnify, nullifying the anticipated gain in spatial resolution. The middle column in

Figure 1.1 highlights the shortcoming of ToF systems with pixels 5 times smaller than

current sensors. In this work, we propose an alternative configuration for ToF cam-

era systems which considerably increases the DOF while retaining the light collection

properties of lenses with high f -numbers.

1.1 Overview of continuous-wave ToF imaging

A continuous-wave ToF camera captures the depth of a scene point by measuring the

phase delay φ of an optical path using the following relation:

zp =
cφ

4πfM
(1.1)

where fM is the modulation frequency and c is the speed of light. To estimate φ with

high precision, a TOF camera contains an active illumination source that is strobed
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according to a periodic illumination signal.

Consider an active illumination source that projects a sinusoid, cos(ωt) onto a scene.

Light reflects off of a point in the scene and returns to camera pixel p as apcos(ωt +

φ)+ β where ap is the amplitude of the reflected signal that reaches pixel p and β is the

ambient illumination. ToF cameras capture the correlation between the reflected signal

apcos(ωt+φ)+β and a reference signal, which is usually of the form cos(ωt+θ). The

cross-correlation function evaluates to:

q(θ, p) =
ap
2
cos(θ + φ) + β (1.2)

Four such correlation measurements qi(p); i = {0, 1, 2, 3} are captured with four

different values of θ = iπ
2
; i = {0, 1, 2, 3}. Using the quadrature measurements qi(p),

the depth and amplitude can be computed as

zp = tan−1

(
q1(p)− q3(p)
q0(p)− q2(p)

)
c

4fπ

ap =

√
(q0(p)− q2(p))2 + (q1(p)− q3(p))2 (1.3)

This method is known as the "four bucket principle" as it takes four samples of the

correlation function to estimate the phase and amplitude of the received optical signal.

1.2 Defocus blur in ToF cameras

Assuming the scene is in focus, the depth and image intensity (zp and ap) can be found

using straightforward algebra and trigonometry. However, large aperture lenses restrict

DOF and light reflecting from scene points outside of this region will be blurred to-

gether. Defocus blur is depth-dependent and hence, the point-spread-function (PSF)

which characterizes the blur is also depth-dependent resulting in spatially varying blur

across the image. The blurry quadrature measurements can be represented as the con-

volution yi(p) = K(zp) ∗ qi(p), where K(zp) is the depth-dependent PSF and yi(p) are

the blurry measurements. In the absence of motion blur, K(z) can be precomputed and

stored for each depth z. Sharp measurements of qi(p) can be recovered by deconvolv-

ing yi(p) with the appropriate PSF K(z). However, we face a classic chicken and egg
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problem. To compute the PSF, we first need to know the depth zp, but to accurately

compute zp, we need to deconvolve yi(p).

In this work, we propose to use focal sweep (Cossairt and Nayar, 2010; Nagahara

et al., 2008; Häusler, 1972; Zhou et al., 2012) to generate a depth-independent PSF

by sweeping the focus plane over the entire scene during each exposure. The resulting

PSF kernelK, is spatially-invariant and known a priori which leads to a straightforward

non-blind deconvolution of yi to recover the quadrature measurements qi. (As the blur

is uniform, we drop the pixel index p for convenience.)

1.3 Related work

1.3.1 Computational Depth of Field Extension

The use of computational imaging techniques, which involve the joint design of op-

tics and processing algorithms, for extending depth of field of imaging systems is a

well studied field. Focal sweep is one such well-known computational photography

technique (Cossairt and Nayar, 2010; Zhou et al., 2012) for extended depth of field

imaging. Images captured with a large aperture suffer from a depth-dependent blur. In

focal sweep imaging, either the distance between the lens and sensor (Nagahara et al.,

2008) or the subject and lens (Häusler, 1972) is varied at a constant rate during the ex-

posure duration, and a single blurry image is captured. Nagahara et al. (2008) showed

that focal-sweep images have a depth-independent point-spread-function. Hence, by es-

timating a single PSF and deconvolving the captured image a sharp, all-in-focus image

can be obtained.

Image deblurring is inherently ill-posed. The frequency response of the defocus blur

PSF exhibits nulls in the Fourier domain, precluding direct inversion. Coded apertures

have been proposed as a means to overcome defocus blur for consumer cameras with

large apertures (Veeraraghavan et al., 2007; Levin et al., 2007).

1.3.2 Defocus deblurring in ToF cameras

Godbaz et al. (2010) proposed a two-stage method for parametric blind deconvolution
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of full-field continuous-wave ToF imaging. They estimate the lens parameters from a

pair of Lidar measurements taken at different aperture settings, and then deconvolve

these quadrature measurements, from which the final depth map is computed. God-

baz et al. (2011) applied the coded aperture technique to extend the depth of field for

full-field continuous-wave Lidar imaging. The complex-domain Lidar measurement

is iteratively deconvolved with a simple Gaussian derivative prior, while at each itera-

tion the blur kernel of each pixel is updated according to the currently estimated Lidar

image. Coded aperture improves the tractability of deconvolving yi at the expense of

sacrificing light throughput in an already light-limited imaging scenario.

Xiao et al. (2015) addressed the limited spatial resolution and defocus blur in time-

of-flight sensors by analyzing the image formation model. As there is a loss of spatial

resolution and depth-of-field information, they proposed to incorporate second-order

total generalized variation as a prior for both amplitude and depth. In this formulation

there are three unknowns: the depth-dependent PSF, the all-in-focus amplitude image,

and the all-in-focus depth map. Alternating direction method of multipliers (ADMM) is

used to solve for all-in-focus amplitude, and all-in-focus depth images. For simplicity,

the PSF is pre-calibrated for each depth and the PSF used for each pixel is updated after

updating the amplitude and depth. This algorithm is highly effective, and the state-of-

the-art in the field, but it comes at a high computational cost.
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CHAPTER 2

Focal Sweep Time-of-flight Imaging

The main contribution of this work is a system to remove defocus blur from ToF im-

ages using focal sweep to generate depth-independent blur. Figure 2.1 gives a high-level

overview of the method proposed in this work. We use two deblurring algorithms for

recovering all-in-focus ToF images. The first approach directly deblurs the raw quadra-

ture measurements using a TV prior and uses the deblurred quadrature channels to

obtain sharp amplitude and depth maps. On the other hand, the second approach di-

rectly estimates the latent amplitude and depth from the degraded measurements. The

advantage of the second approach is that it allows us to apply separate regularizations

on the amplitude and depth, and would also work for the next generation ToF cameras

with multiple modulation frequencies, phases and exposures. We validate our approach

via simulation and by capturing real data with a prototype system.

2.1 Capture method

We propose to capture focal sweep ToF measurements. During the capture of each

quadrature channel, we move the lens while keeping the sensor static. The distance

to be moved by the lens depends on the range of object distances in the scene. Each

quadrature measurements is thus a focal sweep image, which makes the blur depth-

independent for the given depth range (Nagahara et al., 2008). So, unlike Xiao et al.

(2015), we need not estimate the blur kernel at each pixel. In fact, given the depth

range of the scene, sensor pixel size, focal length and aperture size, we can analytically

compute the focal sweep PSF (Nagahara et al., 2008).

PSF(r, u) =
uf

(u− f)
√
2πrAsT

(
erfc

(
r√
2b(0)

)
+ erfc

(
r√

2b(T )

))

where u is the mean distance between the lens and the sensor, f is focal length, A is the
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aperture diameter, r is the distance of the pixel from the center of blur circle, s is the

speed of the sensor, T is the exposure duration, and b is blur circle diameter at time t.

2.2 Deblurring method

2.2.1 Approach I

To obtain all-in-focus amplitude and depth images, we individually deblur each of the

two independent channels hre and him, which are in turn obtained from the four blurry

quadrature measurements y0, y1, y2, and y3. The two independent measurements are

given by hre = (y0 − y2) and him = (y1 − y3). Note that the quadrature measurements

are obtained by focal sweep and hence, blurred with the depth-independent focal sweep

PSF (K). Therefore, the two independent measurements hre and him are also the blurred

versions of the corresponding sharp channels Xre = a cos(φ) and Xim = a sin(φ). We

then find estimates of the sharp channels using non-blind deconvolution with a prior to

regularize the total variation norm:

X̂re = argminXre ||hre −K ∗Xre||2 + λ||Xre||TV ,

with a similar formulation for X̂im. Finally, we obtain the sharp amplitude and depth

using equations (1.3) with appropriate substitutions of X̂re for q0 − q2 and X̂im for

q1 − q3.

2.2.2 Approach II

In this deblurring method, we use the same optimization framework as Xiao et al.

(2015) to compute the all-in-focus amplitude and depth map directly from the focal

sweep measurements. The algorithm however becomes much simpler as we now have

a depth independent blur kernel and do not require kernel update in each iteration.

Following the framework of Xiao et al. (2015), we use second-order total generalized

variation (TGV 2) prior for both all-in-focus depth and amplitude:

(a, z) = argmin
a,z
||hre −K ∗Xre||2 + ||him −K ∗Xim||2 + φ(a) + ψ(z)

8



Xre = a cos θ(z); Xim = a sin θ(z) (2.1)

where a is the ground truth amplitude, z is the ground truth scene depth, K is the

depth-independent focal sweep blur matrix, br and bi are the sensor measurements,

and θ(z) = 4πfz/c is the phase delay that depends on the scene depth, modulation

frequency f and the speed of light c. φ(a) and ψ(z) are the TGV 2 regularization terms

and are given by:

φ(a) = min
y
λ1||∇a− y||1 + λ2||∇y||1 and

ψ(z) = min
x
τ1||∇z − x||1 + τ2||∇x||1. (2.2)

We split the above optimization procedure and alternatively update the amplitude and

depth, which are solved for using the Alternating Direction Method of Multipliers

(ADMM - Boyd et al. (2011)).

2.3 Results

In this section, we demonstrate our proposed technique using simulated scenes and

experimental data collected from a prototype camera detailed in Kadambi et al. (2013).

With the availability of all-in-focus depth and amplitude images, we can perform post

capture refocusing and artistic renderings such titled depth-of-field imaging, which is

detailed at the end of this section.

2.3.1 Simulation experiments

We first obtain the focal sweep quadrature images by simulating our prototype ToF

camera which has a pixel size of 45 µm, and is fitted with a f/1.4 lens.

Figure 2.2 shows the expected results of using our proposed camera with current

9



Ground truth amplitude
Focal sweep amplitude

SNR = 24.6 dB
Recovered  (Approach I)

SNR=45.7 dB
Recovered (Approach II)

SNR= 46.0 dB

Ground truth depth Focal sweep depth
SNR = 28.6 dB

Recovered (Approach I)
SNR= 43.6 dB

Recovered (Approach II)
SNR= 43.8 dB

Figure 2.2: Simulation of recovering all-in-focus ToF images using focus sweep: For
a known a scene and depth map we simulate capturing focal sweep ToF
images. Using the captured images results in amplitude and depth images
with a uniform blur. All-in-focus amplitude and depth images recovered
by deblurring the focal sweep measurements using the two algorithms in
Section 2.2

generation ToF sensors. We simulate focal sweep during acquisition of each of the

quadrature measurements. Directly using the resulting images yields amplitude and

depth measurements that have a uniform blur as shown in Figure 2.2 (b). All-in-focus

amplitude and depth images in Figure 2.2 (c) and (d) are recovered from the blurry

quadrature measurements using the two algorithms outlined in Section 2.2. It is seen

that the second approach produces better quality amplitude and depth maps compared

to the first method. This is due to the fact that the second method seeks to estimate the

latent amplitude and depth directly from the raw measurements, enabling us to apply

separate regularizations to the amplitude and depth. The second method is also more

suitable for next-generation ToF cameras with multiple modulation frequencies, phases

and exposures. However, the second approach takes around 10 times longer to run

compared to Approach I.

The current pixel size of ToF cameras are quite large 45 µm and the sensor reso-

lution is low, (e.g. 153 × 120 for our PMD sensor). However, with advances in ToF

sensor technology we can expect future generations of ToF cameras to have smaller

pixel size and higher resolution. This will result in increased defocus blur; the need

for computational techniques to recover sharp images in these sensors will be more

pronounced. This will result in increased defocus blur and the need for computational

10



techniques to recover sharp images in these sensors will be apparent. To simulate the

effect smaller pixels will have and to gauge the performance of our algorithm on future

generations of ToF cameras, we consider a pixel size to 8 µm in our next simulation

experiment. Figure 2.3 shows our simulation results. The virtual scene in Figure 2.3(a)

has a depth range of [0.48, 0.85] meters. We introduce Gaussian noise to the quadrature

measurements amounting to an input SNR of approximately 40 dB. Figure 2.3(b) shows

a conventional ToF image captured by a ToF camera which has a pixel size of 8 µm, and

is fitted with a f/1.4 lens focused in the middle of the scene. It is degraded by signif-

icant defocus blur due to limited DOF. Using a state-of-the-art ToF defocus deblurring

algorithm proposed by Xiao et al. (2015) results in Figure 2.3(c). We obtain the focal

sweep quadrature images by simulating our prototype ToF camera. Figure 2.3(d) shows

the amplitude and depth maps obtained from the focal sweep measurements. All-in-

focus amplitude and depth maps recovered by our method (using the first approach)

from the focal sweep images are shown in Figure 2.3(e). Our deblurring algorithm re-

quires an estmate of the depth-independent PSF. To estimate the focal sweep PSF, we

simulate a point light source in the center of the scene depth range and compute the blur

undergone by it during focal sweep. This is taken as the blur PSF estimate for the entire

scene. Our algorithm then uses the depth-invariant PSF and does a non-blind decon-

volution with TV regularization on the quadrature channels to recover sharp amplitude

and depthmap of the scene. It is seen the proposed method significantly increases the

DOF and produces superior quality outputs with better SNR compared to Xiao et al.

(2015).

2.3.2 Real experiments

Capturing a focal sweep image requires the focus to varying continuously during im-

age acquisition. We build a proof-of-concept prototype system using a ToF imager

outlined in Kadambi et al. (2013). Similar to the process described in Nagahara et al.

(2008), a large aperture lens (f/1.4) is mounted on a translation stage to vary the dis-

tance between the sensor and lens. A sequence of 26 images is captured by increasing

separation distance of the lens and sensor in 50 µm increments to create a focal stack.

A focal sweep image is then formed by integrating the stack into a single blurry image

for each of the four quadrature measurements.

11



a) Ground truth b) Conventional ToF c) Recovered by Xiao et al d) Focal sweep e) Proposed method output 

32.4 dB 32.7 dB 

38.2 dB 40.1 dB 

Figure 2.3: Comparison with prior method by Xiao et al. (2015) on simulated scene:
a) Ground truth ampitude and depth map of the simulated scene. b) Mid-
focus conventional ToF images degraded by defocus blur c) Amplitude and
depth maps recovered from (b) using the algorithm proposed by Xiao et al.
(2015) d) Using the captured focal sweep measurements results in ampli-
tude and depth images with a uniform blur. e) All-in-focus amplitude and
depth images recovered by deblurring the focal sweep measurements using
our method.

Figure 2.4 depicts a scene captured with our setup while Figure 2.4 (a-c) shows

the corresponding amplitude images and depth maps captured at near-, mid-, and far-

focus positions. Notice that defocus blur significantly reduces image quality for objects

outside of the DOF. By deblurring each of the quadrature measurements and following

the procedure in Section 2.2, we recover an all-in-focus amplitude image and depth

map (Figure 2.4 (d)). PSF calibration for the experimental data is determined a priori

by summing the blur response of a point source as the camera focus is swept through the

extended DOF of interest. Detailed outsets below each of the amplitude measurements

shows image patches from three depths, corresponding to the focal planes in Figure 2.4

(a-c). Only after deblurring the focal sweep quadrature measurements are all three

patches sharp, and each is of comparable quality to the corresponding in-focus patches.

2.3.3 Post-capture refocusing and titled DOF

Once we obtain all-in-focus amplitude and depth images, we can render the scene with

different lens and aperture settings computationally without a physical lens. In Fig-

ure 2.5 (a-b), we illustrate the ability to tilt the lens and render an artistic scene using

color images to act as visual aids. This may be useful when we want to obtain all-

in-focus images of tilted planes or surfaces in real-world scenes. Figure 2.5(b) shows

the rendering effect when we tilt the virtual lens to focus along the red, striped plane

12



Individual images captured with a standard ToF camera
a) Near focus b) Middle focus c) Far focus d) Focal sweep 

all-in-focus

Figure 2.4: Recovering all-in-focus images for a real ToF system As a proof-of-
concept we use the ToF system described in Kadambi et al. (2013) with
an f/1.4 lens to capture a sequence of images of the scene shown in (a-
c). A sequence of 26 measurements is recorded by increasing lens-sensor
separation by 50 µm between positions.. Integrating these measurements
yields the comparable focal sweep data. (d) Deblurring the quadrature mea-
surements provides sharp all-in-focus images. Top row: Amplitude images.
Middle row: Detail views of three patches located in the near-, mid-, and
far-field. Bottom row: Depth images.

Figure 2.5: Post-capture tilted plane refocusing: Left: Ground truth scene. Middle:
The scene is refocused along an arbitrary plane (red striped plane shown
in ground truth). Color images are used to help visualize the rendering.
Right: The recovered scene from Figure 2.4(d) is refocused along a nearly
horizontal focal plane.

in Figure 2.5(a). In Figure 2.5(c), the all-in-focus result of Figure 2.4(d) is refocused

along a nearly horizontal focal plane. Only with sharp depth maps are such post-capture

renderings possible without resorting to bulky specialized equipment.
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CHAPTER 3

Conclusions

3.1 Summary

In this work, we have presented a novel methodology for depth of field extension in

ToF cameras using focal sweep. Two algorithms have been used for performing a non-

blind deconvolution of the focal sweep quadrature measurements to obtain all-in-focus

amplitude and depth maps.

The first approach discussed in Section 2.2.1 directly deblurs the quadrature mea-

surements using a TV norm regularization. This algorithm is fast and allows real-time

operation. The simplicity of this recovery algorithm will enable straightforward scale-

up to handle increasing spatial-resolution and defocus blur in future generations of ToF

cameras.

The second algorithm discussed in Section 2.2.2, whose optimization framework is

adopted with suitable modification from Xiao et al. (2015), estimates the sharp ampli-

tude and depth maps directly from the focal sweep quadrature measurements in a single

shot. Our modified algorithm is much faster than Xiao et al. (2015) as the focal sweep

blur kernel is depth-independent and need not be updated based on the estimated depth

in each iteration of the algorithm. An advantage of the second method is that it can eas-

ily incorporate multiple modulation frequencies, phases and exposures in the deblurring

process, thus making it suitable for next-generation ToF cameras. However, as this al-

gorithm tries to solve the optimization problem in a single shot, it involves non-linear

depth update steps and is computationally very expensive.

Though the recovered amplitude and depth maps from the second algorithm have a

slightly better SNR, its runtime is an order of magnitude higher than the first approach.

Depending on the application, a suitable choice of algorithm can be made based on the

trade-off between output SNR and runtime.



3.2 Future work

In this work, we have incorporated TV regularization for deblurring the quadrature

measurements in the first approach as we found that it gave good results on a wide

range of scenes. It would be interesting to study other techniques such as BM3D or

TGV2 to see if there are better priors for time-of-flight quadrature measurements which

could be used to obtain much higher SNR outputs.

Once a ToF focal stack is obtained, many other applications are possible such as

novel view synthesis of both amplitude and depth maps, which has not yet been ex-

plored in the context of time-of-flight cameras. This could be an interesting avenue for

further research as well.
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