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ABSTRACT

KEYWORDS: Movie trailers ; Movie success; Gender bias; Media analysis; Gender

recognition

Movie trailers are the primary promotional content for movies and are designed to invoke viewers’

interest and curiosity about a movie and use several tactics to persuade the audience. Filmmakers

invest heavily in design and distribution of movie trailers. In our work, we analyze the impact of

content of movie’s trailer on its initial success. We design audiovisual features with the goal of

capturing emotional attributes in a movie’s trailer and find that these features contain significant

information in prediction of a movie’s success. This is different from most of the previous work in

success prediction which has relied on metadata (actor, director, etc) and the social media.

Gender representation in movie trailers and its impact on a movie’s success is also studied.

There is ample support for the claim that there exists gender bias in Hollywood movies. We inves-

tigate the claim in the case of movie trailers and find that there exists no apparent gender bias. We

also propose a clustering based gender classification system which provides a significant improve-

ment in gender classification accuracy.
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CHAPTER 1

INTRODUCTION

Movie trailers are the primary means of advertisement for a movie [17, 31]. They are short video

clips (restricted to two and a half minutes as prescribed by the National Association of Theatre

Owners) and are created by combining the humorous, thrilling and noteworthy scenes in a movie

[17]. They are designed to invoke curiosity and interest in the viewers and use several tactics to

persuade the audience. Trailers capture the essence of a movie without revealing everything about

it. Most people make a decision of watching a movie by looking at its trailer [13]. According

to the Motion Pictures Association of America (MPAA), more than 4% of the marketing budget

is allocated for theatrical trailers [27]. In certain cases, the task of designing a movie trailer is

delegated to companies which specialise in it. The trailers are shown to viewers in the form of

television advertisements, previews in theatres and online video content platforms like YouTube,

Vine, etc.

In our work, we analyze the impact of movie trailers on the success of a movie. More specifi-

cally, we look at the opening weekend gross of a movie which reflects the initial success of a movie.

The weekend after the movie’s release is critical for economic success of a movie [36]. Not only is

it important for drawing attention to the film, as much as one fourth of the box office collection is

made during the first weekend [33]. In addition, it is noticed that films that falter during the opening

weekend fail to attract audience and are likely to be less successful.

Previous work in movie success prediction has relied on metadata (genre, budget, actors, etc.),

trends in social media and critics reviews. Metadata such as MPAA rating, actor, budget, sequel,

release period (summer, christmas, etc), genre have been shown to be significant attributes in pre-

diction of movie’s success [5, 32]. Trends in social media have also been explored in the prediction

of a movie’s success. Twitter chatter has been shown to be in useful in movie success prediction

[2]. Google search trends before a movie’s release are shown to correlate with movie’s success

[23]. Activity of editors on a corresponding entry in Wikipedia prior to the release of a movie is

also indicative of movie’s success [20]. Sentiment in blog posts about a movie have also shown to

be indicative of a successful movie [21, 28]. The relation between movie reviews and a movie’s

success has also been studied in detail [3, 15, 26].



In contrast to previous work, we look into the audiovisual content of movie trailers for pre-

diction. We design content based audiovisual features which could capture information about the

emotional characteristics of a trailer. We find that these features have as much information as some

of the metadata features. Through regression analysis, we show that these features can improve the

metadata-only prediction systems significantly.

We also study the gender representation in movie trailers and its impact on a movie’s success.

Hollywood is believed to be biased towards men. A recent study conducted by the Geena Davis

Institute showed that in the top 500 films between 2007 and 2012 only 30% of the speaking char-

acters were female [34]. They also reported that for every female character, there exist 2.25 male

characters. In our work, we analyze the onscreen time of male and female characters in movie

trailers. Similar study was done in the case of full length Hollywood movies. On analyzing a small

set of 17 full length hollywood movie, they found that 36.2% of the screen time was occupied by

female characters [11]. We investigate into the apparent gender bias in movie trailers and check if

it exists.

We use face detection and gender classification to find the onscreen time of male and female

characters. In addition, we propose a face clustering based approach for gender classification,

which improves accuracy significantly. In the case of movie trailers, we find no clear evidence

of gender bias. We also analyze the impact of gender bias on the initial success of a movie and

find that onscreen gender ratio between male and female characters does not provide significant

information in prediction of a movie’s success.
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CHAPTER 2

Datasets

In order to study and investigate the various aspects of a movie trailer, we created a dataset of Hol-

lywood movie trailers and collected metadata (actor, director, etc) corresponding to these movies.

We also created a gender dataset for comparing the performance of various gender classification

algorithms (described in chapter 4). In this chapter, we describe the creation of the datasets in

detail.

2.1 Movie trailers dataset

We created a dataset of 474 hollywood movie trailers. These were trailers of movies released

between 2010 and 2014. Along with the trailer, we also curated metadata related to the movie. In

this section, we describe how the trailers and the associated metadata were collected. The dataset

is made available to public [1].

2.1.1 Obtaining trailers

We used Wikipedia to obtain a list of all Hollywood Movies between 2010 and 2014. The list

was 880 movies long. We used YouTube www.youtube.com to download the trailers of these

movies by searching for the trailer and downloading the video which YouTube suggests to be most

relevant.

2.1.2 Metadata

We used IMDb (Internet Movie database) to obtain metadata about the movies. The associated

metadata was collected based on previous work [5], we obtained metadata features which were

found to be significant in the prediction of movie’s success. From IMDb, we could collect metadata

features for a subet of 474 movies. The following were the features.

• Production Budget. Estimated cost for producing a movie. We adjust for inflation in costs.
Figure 2.1 shows the percentage increase in cost from a particular year to 2014. All costs

www.youtube.com


Figure 2.1: (Top Left) Distribution of the adjusted opening weekend gross in the obtained data.
(Top Right) Average ticket price in US. The data was obtained from NATO (National
Association of Theater Owners). (Bottom Left) The percentage inflation indicates the
percentage increase in price from a particular year to 2014. (Bottom Right) Distribution
of movies across different genre in our sample

are adjusted to reflect the cost in 2014. For example, if the production budget of a movie in
2010 is x and y is the percentage increase in cost from 2010 to 2014, the adjusted production
budget x̂ is computed as,

x̂ = x(1 +
y

100
)

• Genre. The database has the following genre: action, adventure, comedy, crime, drama,
horror, mystery, romance, sci-fi and thriller. These include the most common labels in IMDb
dataset. Movie’s generally belong to more than one genre. Distribution of genre in the dataset
is shown in 2.1.

• MPAA Ratings. These ratings determine how suitable a film is for different categories of au-
dience (eg. children). The ratings G (everyone admitted), PG (parental guidance suggested),
PG-13 (inappropriate for children under 13) and R (under 17 requires accompanying parent)
are seen in our dataset.

• Release period. Whether the movie was released in summer (May-August), christmas
(November and December), easter (March and April) or other.

• First week screens. The number of screens the movie was shown in, in the first week.

• Sequel. Whether the movie is a sequel or not. This information was not directly available in
IMDb and hence was manually annotated.

4



Movie Male faces Female faces
Robocop 1383 1270
Unbroken 2162 884
Big Eyes 778 1504

Dumb and Dumber To 2291 2650
I Frankenstein 530 606

The Imitation Game 1021 850
Total 8165 7764

Table 2.1: Gender Dataset. The number of male and female faces annotated in each movie in
vaidation set.

• Actor’s experience. The number of movies the main actor has appeared in before the release
of a movie.

• Opening Weekend Gross. The amount of money the movie made in the first weekend after
its release. This is the variable which we are trying to predict. We account for change in
average ticket prices to adjust the opening weekend gross. Figure 2.1 shows the change in
average ticket prices in the past few years. For example, if the average ticket price of a movie
in 2010 is x, average ticket price of a movie in 2014 is y and the opening weekend gross in
2010 is z. The adjusted gross ẑ is calculated as,

ẑ = z
y

x

Figure 2.1 also shows how the opening weekend gross is distributed in our dataset.

2.2 Gender Dataset

We created a gender dataset which consists of a set of 1̃6,000 faces labeled as either male or fe-

male. Face detection (described in chapter 4) was used to detect all the faces from 6 full length

Hollywood movies, Robocop, Unbroken, Big Eyes, Dumb and Dumber To, I Frankenstein, The

Imitation Game. The faces were manually annotated as either male or female. The number of male

and female faces is balanced in the dataset. Details of the number of faces in each of the movies is

shown in table 2.1.

5



CHAPTER 3

Do trailers affect a movie’s success?

Movie trailers are the primary promotion content of a movie. In this chapter, we analyze the impact

of audiovisual content of a movie trailer on the success of movie. For our analysis, we created a

dataset of Hollywood movie trailers. We use linear regression analysis to compare the performance

of different sets of features. We also study the effectiveness of various audiovisual features for

predicting metadata such as genre and MPAA rating. We find that the audiovisual features contain

significant information about a movie’s initial success.

3.1 Linear Regression Analysis

In order to compare performance among various sets of features, we use linear regression analysis.

We fit a linear regression model to the data. We compute a statistic called the coefficient of de-

termination, denoted as R2, which determines the proportion of variance in the dependant variable

which is explained by the independent variables. The value of R2 lies between 0 and 1. An R2

of 1 indicates that the regression line fits the data perfectly. The coefficient of determination R2 is

computed as follows,

R2 ≡ 1− SSres
SStotal

SSres =
∑
i

(yi − fi)2

SStotal =
∑
i

(yi − ȳ)2

where f and y represent the predicted and true values respectively. In least squares regression,

the value of R weakly increases with the increase in number of independent variables. To account

for this inflation the value of R2 is adjusted based on the number of features and samples available



for least squares regression. Unlike R2, the value of adjusted R2 denoted as R̂2 improves when

new descriptors are added only if they improve R2 more than what is expected by chance.

R̂2 = 1− (1−R2)
n− 1

n− p− 1

where n and p denote the sample size and the number of independent variables respectively.

3.2 Features

We design various audiovisual features in the aim of capturing the emotional attributes of the movie

trailer. We describe the video features first and then move on to the audio features.

Figure 3.1: The trailers of the movies Despicable Me and Annabelle were the brightest and darkest
respectively in our dataset whens sorted based on the mean intensity I .

3.2.1 Video Features

Intensity

The intensity of pixel I is defined as, I = (R+G+B)/3. We find the mean intensity of all pixels

in a frame and then compute a 5 bin histogram i = [i1, i2, i3, i4, i5] over all frames in a movie

trailer which represents the distribution over number of bright or dark frames in a movie trailer. We

use intensity to distinguish between the bright and dark movie trailers. When the movie trailers

were sorted based on the mean intensity over all frames, we found that the trailers of the movies

Despicable Me and Annabelle were the brightest and darkest respectively in our dataset (figure 3.1).

7



Shots

Since most of the trailers have similar length, the number of shots would approximately represent

the frequency of cuts in the movie trailer [12]. Large number of shots in the trailer would indicate

that there are frequent cuts in the trailer. We use an open source tool called ffmpeg which can

identify key frames in a video. It detects key frames based on the difference between pixel values

in consecutive frames. We use the number of key frames as a measure of number of shots in the

trailer.

Figure 3.2: The trailer of Beaver (left) had the highest amount of blue content while the trailer of
Moonrise Kingdom (right) had the highest amount of orange content

Hue

Color has been shown to influence human emotions [16]. To capture the color distribution in the

movie trailers, we use hue, which captures the pure color information of a pixel and is independent

of its shade. We computed a 12 bin histogram over pixels of all frames in the movie trailer. Figure

3.2 shows scenes from trailers containing the highest blue and orange content respectively.

Motion Activity

To capture the pace of action in the movie trailer, optical flow based motion vector between each

pair of frames in a shot were computed based on the standard Lucas-Kanade algorithm. Flow

vectors are computed at a large number of key points detected using a corner detection algorithm.

Since the motion activity is computed per shot, the mean, minimum, maximum and the standard

deviation of the motion activity in the shots of the movie trailer are used as features. We find that

the trailer of Teenage Mutant Ninja Turtles has the highest mean motion activity.

8



LLD (32)
ZCR

RMS - Energy
F0

HNR
MFCC 1-12

Functionals (12)
Mean

Standard deviation (std)
Kurtosis, Skewness

extremes: position, range, value
linear regression: slope, offset, MSE

Table 3.1: Audio features used in this work: Low level descriptors (LLD) and functionals. ZCR
- Zero crossing ratio, RMS - Root mean square, F0- Fundamental frequency, HNR -
Harmonic noise ratio, MFCC - Mel frequency cepstral coefficients

Close up shots

Close-ups shots (as compared to wide shots), in general, are used to show the characters’ emotion

to the audience [8] and keep the audience connected to the movie. In our work, we computed the

number of shots and the percentage of shots which were close up shots. We labeled a shot to be a

close up shot if it has a frame with a human face occupying more than 5% of its area.

3.2.2 Audio Features

We use the Interspeech 2009 Emotion Challenge [30] features extracted using the OpenSmile

toolkit [10]. These features were designed to cover the prosodic, spectral and voice quality fea-

tures. Table 3.1 shows the included LLD’s. The 12 functionals were computed for the 16 LLD’s

and their derivatives, leading to 12× 16× 2 = 384 features. Principal component analysis (PCA)

was used to reduce the dimension of features to 50 preserving 99% of the variance.

3.3 Feature Analysis

In this section, we look at how the hand designed audiovisual features perform in prediction of

metadata features. The choice of audiovisual features is such that they are correlated to the meta-

data. For example, horror movies are darker in intensity and these movies are more likely to be

given an MPAA rating of R, action movies have higher motion activity, romantic movies may have

more close-up shots.

9



Figure 3.3: Results of predicting MPAA rating and Genre using audio, video, and other metadata
(Meta*) features. The pink baseline represents the misclassification rate of a majority
classifier, a classifier which simply predicts the majority class. Meta* indicates meta-
data features excluding the one being predicted

3.3.1 Genre & MPAA Rating

To compute the prediction performance of genre from audiovisual features, we come up with a 3-

class classification problem. We search for frequent itemsets in the dataset and find three supersets

of genre: (1) Horror, Mystery, Thriller, (2) Drama, Comedy, Romance, and (3) Action, Adventure,

Sci-Fi. We then split the dataset into three categories and also randomly subsample from the class

with more number of movies such that all the three categories have an equal number of movies.

We end up with 395 movies in total with 95 in each category. We use a linear SVM to predict the

category of genre. All significance tests are performed using a 5 × 2 cv(cross-validated) paired

t-test [7] at 1% level of significance. The error bars in Fig. 3.3 show the standard deviation of

misclassification rate of the 10 different folds in the 5 × 2 cv test. The pink line indicates the

misclassification rate of a majority classifier, a classifier which predicts majority class. We find that

video and metadata predict genre significantly better than a majority classifier (pmeta = 8.9×10−6,

pvideo = 1.2× 10−10, paudio = 0.124).

For MPAA ratings, we come up with a 2-class classification problem. We consider two super-

sets, {G,PG} , {R} and use a similar approach. We find that using metadata or video modality,

our system predicts the ratings significantly better than a majority classifier (pvideo = 3.9 × 10−4,

pmeta = 1.5× 10−5, paudio = 0.27).

10



Figure 3.4: Results of predicting meta from audio, video, and other metadata (Meta*) features using
linear regression analysis. Meta* indicates metadata features excluding the one being
predicted

3.3.2 Continuous metadata features

In order to look at how effective the audiovisual features are in prediction of metadata, namely,

budget, actor experience and runtime we binarize the values using the mean of each atrribute as

the threshold. We follow an approach similar to that used for Genre and MPAA prediction. All

significance tests are performed using a 5 × 2 cv paired t-test at 1% level of significance. We

find that metadata predicts budget, runtime and actor experience significantly better than a majority

classifier (p < 6.6 × 10−7 in all the cases). Audio predicts runtime significantly better than a

majority classifier (p = 1.7×10−5) while video predicts budget significantly better than a majority

classifier (p = 4.1× 10−8)

We find that the low-level hand designed audiovisual features contain significant information

about the metadata features such as genre, MPAA ratings, budget and runtime of the movie (figure

3.4). Hence, these audiovisual features could be utilized to build systems to predict the metadata

features.

3.4 Predicting a Movie’s initial success

In this section, we study the correlation between the audiovisual features extracted from the movie

trailers and the opening weekend gross of the movie. Using linear regression analysis (section

3.1), we show that the audiovisual contain significant information about a movie’s success. We

11



Features R2 Adjusted R2

Metadata 0.631 0.613
Audio + Video (Trailer) 0.247 0.11

Metadata + Trailer 0.722 0.651

Table 3.2: Results on predicting movies’ success

first compare the results obtained using metadata features with previous work. We then show how

addition of content based features can improve the prediction performance.

3.4.1 Using only metadata

We try to replicate the performance obtained previously [5]. The previous work was based on

movies between 2000-2002 and had reported that the metadata features explain 61.1% of variance

in opening weekend gross of a movie. We find that metadata explains a similar fraction of variance

in opening weekend gross of a movie (refer to table 3.2).

3.4.2 Using content-based features

Predictability of meta data features from audio-visual features indicate that audio-visual features

could be useful indirectly for the task of opening weekend gross prediction. For example, we could

predict the metadata from the trailer content and then predict the opening weekend gross. In this

work, we use the audio-visual features directly. We find that the audio and video features extracted

from the content explain 11% of the variance in the opening weekend gross (refer to table 3.2).

3.4.3 Using metadata and content

On combining the features from the metadata and content of the trailer, we find that there is a

6.2% improvement in the variance explained by the model (table 3.2) when compared to using a

model which has only the metadata features. This suggests that the audiovisual content of the trailer

contains complementary information about a movie’s success.

3.4.4 Complementary information in content features

We compare the model involving metadata-only features and the model involving metadata and

trailer content and find that the latter fits data significantly better (p-value = 10−3). This indicates

that the content-based features carry complementary. An F-test is used to compare the two models.

12



Figure 3.5: Comparison of the predictive performance of metadata and the audiovisual features
(denoted as Trailer)

The number of variables in the two models is accounted for when computing the F-score.

F =
(SS1 − SS2)/(df1 − df2)

SS2/df2

where SS1, SS2 are the residuals of the two models and df1, df2 represent the degrees of freedom

(number of variables - 1) of the two models. Figure 3.5 compares the predictive power of metadata

and audiovisual features. It shows that the audiovisual features from movie trailers contain as much

information as a few other metadata features (eg. genre, sequel, etc).

3.5 Discussion

In this chapter, we looked at the usefulness of audiovisual features from the content of a movie

trailer in prediction of a movie’s initial success. We find that these features contain significant in-

formation about the opening weekend gross of a movie and could be used to improve the prediction

performance. We did not study the importance of different audiovisual features. Studying the im-

portance of different features could help in better design of movie trailers to maximize a movie’s

success in the box office.

The metadata and audiovisual features lack information about how the movie is trending in

social media. Looking at the top five outliers to our model in the dataset (Iron Man 3, The Hunger

Games, Alice in Wonderland, Fury, John Carter), which area also among the highest grossing

movies of all time, we find that the hype created about the movie and how the movie is trending is

a crucial factor in prediction of a movie’s success. Such trends could be explained by other work

done in this field such as, looking at the number of tweets before the release of a movie [2] or the

number of google searches before a movie’s release [23].
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3.6 Summary

Previous work in the field of movie success prediction has largely ignored the content information

from movies. In our work, we look at how the content of a movie’s trailer could be used to predict

a movie’s success and we find that low-level audiovisual features add complementary information

(to metadata) in prediction of a movie’s success. In addition to predicting success, we find that

the audiovisual features designed have significant information about certain metadata features (eg.

genre, MPAA) and hence could be used in genre prediction systems.

In the next chapter, we investigate the existence of gender bias in movie trailers. The onscreen

time of male and female characters could influence the success of movie. We try to see if such an

influence exists.
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CHAPTER 4

Gender Bias in Movie trailers

Hollywood is claimed to biased towards men. In a study, Gender Bias without Borders [34], con-

ducted by the Geena Davis Institute reported that there in gender inequality in film. They claim

that, in hollywood movies, less than 35% of the speaking characters are women. This is alarming

considering the fact that half of the movie viewers are female.

In our work, we investigate if there exists any apparent inequality in the onscreen time of male

and female characters in movie trailers. There has been similar work done in the case of full length

hollywood movies. The female on-screen time averaged over 17 full length hollywood movies

was found to be 36.19% [11]. We compute the onscreen female to male ratio over a large set of

hollywood movie trailers and also study how it varies with metadata features (genre, MPAA ratings,

etc.).

We use a simple appraoch involving face detection and gender classification to compute the

onscreen time of characters. This approach has been described in the first section. In addition,

we also propose a clustering based voting approach for gender classification. We find that this

improves the gender classification accuracy significantly.

4.1 Method Overview

In this section, we describe the approach used to compute the onscreen time of male and female

characters. This involves two steps. We first detect all the faces in the frames of the movie trailers.

We then classify each face as either a male or a female. This gives a count of number of male and

female faces in a movie trailer and can be used to get an estimate the total onscreen time of male

and female characters. We also propose a clustering based voting method for gender classification.

4.1.1 Face Detection

Face detection is a well studied problem in the field of computer vision. Given an arbitrary image,

the task is to find the position and size of all faces in the image (figure 4.1). We use the dlib C++



Algorithm Gender Accuracy
Google SDK 80.4

CNN* 71.7

Table 4.1: Comparing performance of the Google SDK and CNN based [19] gender classification
systems on the benchmark dataset

toolkit (dlib.net) for face detection. We use the default face detection setup which uses Histogram

of Oriented gradients [6] as features with Support Vector Machines (SVM) as classifier. We sample

1 frame every 10 frames in a trailer and detect faces in these frames.

Figure 4.1: Face Detection. Given an arbitrary image, the task is to find the position and size of all
faces in the image.

4.1.2 Gender Classification

Figure 4.2: Gender Classification. Given an image of a face, the task is to classify the face as either
a male or a female.

Given the image of a face, the task of a gender classification system is to find the probability

of the face being a male or a female face (figure 4.2). Two state-of-the-art gender classification

systems were available to us. One of them was a Convolution Neural Network (explained later in

the section) model trained for the task of gender classification [19]. The trained model was available

online. The other system for gender classification is part of a Google SDK which we were given

access to. The specifics of the algorithm are unknown. The performance of the two algorithms on

the gender classification dataset described in chapter 2 is shown in table 4.1.
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4.2 Face Alignment

Faces in movie trailers have different orientations (pose). To extract a feature representation for

the face which is invariant to the pose of the face, it is important to perform face alignment. We

use Dlib C++ toolkit to detect 5 facial landmarks (figure 4.3). We use OpenCV to perform affine

transformation to a fix structure. We fix the size of the facial image to be 144 × 144 pixels with

a distance of 48 pixels between the eye centers and 48 pixels between midpoint of mouth and

midpoint of eyes.

Figure 4.3: Face Alignment. We find five facial landmarks and perform an affine transformation to
a fixed structure. [37]

4.3 Clustering based gender voting

One of the primary contributions of this work is the clustering based voting approach for gender

classification. We find that this approach improves performance of existing gender classification

algorithms significantly. We first cluster the faces ensuring that each cluster has only faces of one

character. We then perform a voting among the cluster to assign a gender for the entire cluster.

In this section, we describe the approach in detail. We first provide the background in Convolu-

tional Neural Networks. We then describe how these networks are used to obtain a representation

for faces. We then describe the density based clustering approach used for performing the cluster-

ing.

4.3.1 Background

The most important step in the process is to be able to cluster faces such that each cluster contains

faces of only one person. In this section we describe the basics of Convolutional Neural networks
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and how these are used to obtain representation for faces.

Convolutional Neural Networks

In the recent past, Convolutional Neural Networks (CNN) [18] have been used to beat the state of

the art in many tasks in the field of image recognition. CNNs are characterized by the convolution

operation where the output of a kernel operating on a local window of neurons from one layer is

passed on to the next layer. The same kernel is applied throughout the layer, resulting in weights

being shared by several connections in the network. The convolution operation can be implemented

efficiently on a GPU leading to speedup in training and evaluation. In general, CNN consists of a

set of convolution and pooling layers, accompanied in the end by a set of fully connected layers. In

the network used in our a work, a max-feature-map layer is used which is introduced in [37].

• Max-Feature-Map (MFM) Given a input convolutional layer C ∈ Rh×w×2n, MFM com-
putes the following output

fij = max1≤k≤n(Ck
ij , C

k+n
ij )

where the input convolutional layer has 2n channels, and h,w represent the width and height
of the convolutional layer input.

Learning Representation for faces

Figure 4.4: Architecture of the CNN model used for extracting representation face feature.

In the past few years, there has been tremendous work in face recognition[22, 24, 29, 35]. Most

of the existing state of art algorithms in face recognition use convolutional neural networks to learn

robust and discriminative representation. We leverage the existing state of art face recognition

models to extract a representation for faces. We use a trained face recognition model [37]. The

architecture used in the model is shown in figure 4.4. The representations have been shown to

be useful in the task of face verification. This particular model has an accuracy of 97.8% on the

18



verification task. The cosine distance between faces which belong to the same person is lesser than

the cosine distance between faces of different people.

Density Based Clustering

Figure 4.5: Face Custering. Sample clusters obtained on clustering faces using DBSCAN algo-
rithm

Leveraging on the fact that the cosine distance between face representation of faces belonging

to the same person is lesser than the cosine distance between faces belonging to different people,

our aim is to perform clustering in the space of face representations such that each cluster contains

faces of just one person. We use DBSCAN [9], a density based clustering algorithm for the task.

We argue that since DBSCAN looks at the distance between two data points to make decisions, it is

well suited to the task. The ε and min-pts are tuned on the validation set. The clustering purity was

found to be 99.2%. Figure 4.5 shows sample clusters obtained by clustering faces using DBSCAN

algorithm.

4.3.2 Implementation

We used dlib C++ toolkit to detect the faces in a frame. We used OpenCV [4] for alignment of faces.

We used an open-source deep learning toolkit Caffe [14] to extract features for the faces using the
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Algorithm Accuracy (Individual) Accuracy (Cluster voting)
Google SDK 80.4 94.4

CNN* 71.7 82.4

Table 4.2: Comparing performance of the Google SDK and CNN based gender classification [19]
systems on the benchmark dataset

face recognition model which was made available online [37]. We use Python’s Scikit-Learn [25]

to perform the density based clustering using the DBSCAN algorithm.

4.4 Comparison of various gender classification systems

Table 4.2 shows the performance of various approaches on the validation dataset. We find that

the Google SDK along with cluster based voting performs best among all the approaches with an

accuracy of 94.4%. We use this system to report results on the dataset of 474 movie trailers.

We find that cluster based voting improves performance of both the systems (Google SDK and

CNN) significantly. The appraoch of cluster based voting is universal and is not restricted to gender

classification. Prediction of other attributes such as age could benefit from the above setup.

4.5 Observations

We use the Google SDK gender classification system along with gender voting to report our results.

We compute the onscreen gender ratios in all the available movie trailers. We find that in the dataset

of 474 movie trailers, female characters occupy a healthy 56.3% of the screen time. We also look

at how the onscreen time ratio varies across various genre and MPAA ratings. Table 4.3 shows how

the gender ratio is distributed over genre. We find that movies belonging to the genre of Romance

have higher screen time for female characters in their trailers. Surprisingly, horror movies has a

high female to male ratio. Trailers of movies belonging to crime and action have a lower female to

male onscreen time ratio. Table 4.4 shows the gender ratio is distributed over movies with different

MPAA ratings. In this case we find that movies rated PG have a high female to male ratio while the

representation of female is lower in the case of movies rate PG-13 and R.

We also study the impact of ratio of screentime of male and female characters in a movie’s
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Genre Female/Male ratio
Adventure 54.5

Action 41.2
Comedy 59.5
Crime 32.9
Drama 53.7
Horror 64.7

Mystery 47.6
Romance 63.8

Sci-Fi 48.5
Thriller 46.5

Table 4.3: Variation of ratio of onscreen time of male and female characters across genre.

MPAA Rating Female/Male ratio
G 50.7

PG 61.3
PG-13 40.2

R 38.6

Table 4.4: Variation of ratio of onscreen time of male and female characters across movie ratings.

trailer to its opening weekend gross. We find that including the ratio as a feature did not improve

the performance significantly.

4.6 Conclusion

In this chapter, we looked at the ratio of screentime of female characters to that of male characters

in movie trailers of movies released between 2010 and 2014. We find that, on an average, there

exists a healthy ratio of female to male screen time in movie trailers. We also note that movies in

genre such as romance and horror have a higher female representation in their trailers while movies

in genre such as action and crime have a higher male representation in trailers. In our work, we

do not account for the roles played by the male or female characters but only account for the total

screentime of male and female characters.

On one of main contribution of the work is the cluster based gender voting algorithm. We find

that this improves the accuracy of gender classification algorithms significantly. This approach is

not restricted to gender classification alone and can be applied to various other attributes which

remain constant throughout a video (eg. a person’s age in years).
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CHAPTER 5

Summary

In this work, we studied the influence of trailer on a movie’s success. We designed a set of audio-

visual features and showed that the content of the movie trailer contains significant complementary

information about a movie’s success. We also investigated into the screen time occupied by male

and female characters in movie trailers and found that, on an average, there exists a healthy ratio in

movie trailers in terms of screen time though there exists variation across different types of movie,

in terms of genre and the MPAA rating it gets. We also find that the gender ratio in movie trailers

does not provide significant information about the opening weekend gross of the movie.

In our work, we have only tried to understand if audiovisual features impact a movie’s success.

Understanding how these features influence success would be useful in better design of movie trail-

ers. In the case of gender bias, we have looked at the screentime of male and female characters

which depicts only the quantitative aspect of the story. Developing computational models to un-

derstand the type of roles played by male and female characters in movies and movie trailer would

help uncover gender bias better.
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