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ABSTRACT

KEYWORDS: Distributed scheduling, FlashlinQ,QoS,Priority assignment

In the present scenario,scheduling and resource allocation form essential compo-

nents of wireless data systems.Scheduling refers to the problem of determining which

users will be active in a given time-slot whereas resource allocation refers to allocating

resources such as bandwidth,Power among the scheduled users.Consequently,there is a

growing interest in designing distributed scheduling algorithms for wireless networks

which ensure optimal throughput given certain fairness constraints.In this project,we

study distributed scheduling as implemented in FlashlinQ ,proposed by Xinzhou et al.,

which is a synchronous, OFDM-based system incorporating channel-state aware link-

scheduling.In FLQ,a random priority allocation method is used to ensure fairness across

links.Simulations for different priority-assignment methods were run using an analyt-

ical model of FlashlinQ, in MATLAB.A comparison is made between these priority

assignment algorithms based on queue length-distribution and average throughput and

the best one is suggested.
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CHAPTER 1

INTRODUCTION

In a wireless environment,scheduling is mandatory because

• Communication resources are shared amongst geographically separated users.

• Transmission Interfere with each other.

• Channel conditions vary frequently leading to impairments in transmissions such
as fading,attenuation etc.,

Therefore,in a wireless network with interfering links,a scheduling policy is neces-

sary to resolve contention between various links attempting to transmit.In other words,

scheduling refers to the problem of identifying the set of users allowed to transmit and

their corresponding rates and power-levels.In centralized protocols,a base-station or a

designated node co-ordinates access to resources while in a distributed scheduling,a

node independently decides whether to transmit or not in the absence of a coordinator.

The popular max-weight and back-pressure algorithms are throughput optimal but they

are centralised algorithms and have high computational complexity.There has been a

growing necessity to design distributed scheduling algorithms with low-complexity and

low implementation overheads.

Figure 1.1: Centralized scheduling and Distributed scheduling

1.1 Motivation for FlashlinQ

Traditionally, the scheduling problem has been studied only in the context of Medium

Access Control(MAC)protocols,ignoring the PHY layer.Simplistic channel models, such



as, the collision model are considered and also, the transmission ranges are chosen arbi-

trarily assuming interference does not occur outside this range.On the other hand,there

has been extensive research in the field of information theory,formulating extensions of

Shannon’s work.Here,we aim to determine achievable rates in simultaneous,successful

transmissions for given power levels for different channel models.Still,cooperative

communication techniques have had limited success-Pantelidou and Ephremides (2009),

Gupta et al.

In this light,we study the channel-state aware(SIR-based) distributed scheduling im-

plemented in FlashlinQ,a synchronous peer-to-peer wireless PHY/MAC network archi-

tecture which utilizes the parallel channel-access offered by OFDM, and a tone-matrix

based analog signalling scheme ,proposed by Xinzhou et al..

1.2 Organization of thesis

The organization of this thesis is as follows.

• Chapter 2 discusses the key ideas involved in the scheduling algorithm of
FlashlinQ.

• Chapter 3 discusses the system model considered for simulating the scheduling
behaviour in MATLAB. Also, proposes the various criteria based on which prior-
ity assignment to links can be done.

• Chapter 4 compares the scheduling behaviour when different priority assignment
methods are used and presents some plots and results obtained.

• Chapter 5 concludes this thesis discussing possible future works.

2



CHAPTER 2

Distributed scheduling in FlashlinQ

FlashlinQ has the following attributes

• Synchronous

• P2P,PHY/MAC network architecture

• utilizes the parallel channel access offered by OFDM

• Analog energy-level based signalling scheme

• SIR-based(channel-state aware) distributed scheduling

• Significant gains over CSMA/CA with RTS/CTS

• No hidden terminal/exposed node problem

It is a complete system architecture including

• Timing and frequency synchronization: Since the system operates in licensed cel-
lular spectrum,synchronization is achieved using already existing infrastructure.

• Peer-discovery: a mechanism to discover the presence of nodes in the neighbour-
hood.

• Link-management: a protocol to assign a unique connection ID(CID) to the links
in the system.

• Channel-state aware distributed power,data-rate and link-scheduling protocols.

2.1 Crucial Design Ideas

Since we are mainly dealing with the link-scheduling policy,we assume that links are

already established between nodes and study an example with 2 links to understand

the key ideas used.Consider 2 uni-directional links L1 and L2.Txi and Rxi are the

Transmitter and Receiver nodes of link Li.Here,the two links have direct-link gains

{|H11|2, |H22|2} and cross-link gains {|H12|2, |H21|2} where |Hij|2 denotes the fraction

of the Tranmit Power Pi received at the Receiver of link j when Transmitter of link i



Figure 2.1: Scheduling:two-link scenario

transmits.If the cross-links gains are small compared to direct-link gains and the two

links do not interfere with each other,they can be simultaneously scheduled.

In cases where only one link can be scheduled,there arises the problem of priority

assignment.In our example,let us consider link L1 has priority 1 and link L2 has priority

2.This means that link L2 yields if it being scheduled causes to severe damage to the

SIR at Rx1.In short,the protection condition to be satisfied :

P1|H11|2

P2|H21|2
≥ γTx (2.1)

Even if the above condition is satisfied,it is not necessary that link L2 be sched-

uled.It is important that Rx2 is able to maintain a sufficient SIR if scheduled,for the

transmission to be successful.Simply put,the following condition should be satisfied

at Rx2 else,it yields and is not scheduled in the particular slot.This potentially allows

others links with better channel conditions to be scheduled thus allowing close spatial

packing and increased system throughput.

P2|H22|2

P1|H12|2
≥ γRx (2.2)

Re-randomizing the priority order ensures fairness across links. The main mech-

anism used to enable distributed determination of the above two criteria by providing

the information needed to estimate various SIR s is a two analog-tone-signal exchange
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consisting of a inverse power echo and a direct power signal.The direct power signal

is sent by a transmitter to allow all receivers to estimate the power received from that

transmitter.The inverse power echo is sent by a receiver to allow all other transmitters to

estimate 2.1.For a detailed description refer to Connection scheduling in Xinzhou et al..

In summary,the ideas discussed here are:

• A fair priority assignment mechanism

• A Transmit-yielding criterion to protect the Receiver at higher priority links.

• A Receive-yielding criterion to improve network spatial packing.

2.2 Priority Assignment

Signalling mechanism: FlashlinQ exploits the flexibility of parallel, single-tone chan-

nels afforded by OFDM to construct an energy-level based (analog) signalling mecha-

nism that provides a miniaturized template of data transmissions, but without collisions.

This mechanism enables all links to observe and infer (both from interference and rate

perspectives) what would happen if they were to transmit data, but without actually

spending the resources needed to perform the data transmissions and without realizing

the resulting contentions. The operation timeline of FlashlinQ is shown below:

Figure 2.2: FlashlinQ operation timeline

Data transmission occurs in slotted time of around 2ms each. Within each slot,link

and rate scheduling is followed by the actual data transmission.Every 1s, resources are

allocated for other channels such as peer discovery and link management.
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2.3 Connection Scheduling

Each link is assigned a unique connection ID (CID) which is an index between 1 and

112. Each of these CIDs correspond to a pair of single tones (one each for the transmit-

ter and the receiver) within a tone matrix comprising 112 tone pairs (28 parallel tones,

over two blocks - the Tx-block and Rx-block - of four OFDM-symbols). The mapping

from the CID s to the actual tone pair within the matrix is random. The tone matrix of

single-tone pairs satisfies the following requirements: these tones are orthogonal and

analog, and a natural priority ordering is assigning the highest priority to the top-left

tone-pair and the lowest to the bottom-right, and with lexicographical ordering (the x

coordinate has higher priority than the y coordinate). The random remapping of CIDs

to tone pairs for each time-slot ensures fairness across links

• The Tx-block is used by potential transmitters to make a request to be scheduled.
The transmitter node transmits power on the symbol and tone allocated to it in
the Tx-block. This request is a direct power signal, that is it is sent at power
that would be used for the traffic channel. All the potential receivers listen to the
Tx-blocks and determine if they need to perform Rx-yielding.

• The Rx-block If a receiver chooses to Rx-yield, it does not respond, other-wise
it transmits power on its symbol and tone using its inverse echo power level de-
scribed earlier in this section. All the transmitters listen to all the tones and sym-
bols in the Rx-block to determine whether to Tx-yield.

2.4 Algorithm description

In each time-slot t,

• Links are assigned a random priority order

• For link L to be scheduled, both Tx and Rx of the link should allow data transfer.

• Tx− yielding: occurs if link with priority L causes too much interference to an
already scheduled link 1, 2, ..L− 1

• Rx−yielding: occurs when Rx-node ofL does not see sufficient SIR.(Interference
is taken to be the sum of all interference from all higher priority links)

• Cascaded Tx andRx yielding: Iterations leading to channel state-aware maximal
matching

• Re-randomize the priority at each time slot : fairness across links

6



Figure 2.3: Algorithm Description

• Perform Rate Scheduling: For each scheduled link,each interfering Tx guaran-
tees a certain SIR,but together they might cause the actual SIR to fall below yield
threshold!

In each time-slot, we concentrate on assigning priorities to the links based on a

certain criteria and then compare the performance between random priority assignment

and other mechanisms.

7



CHAPTER 3

Priority Allocation

3.1 Importance of Priority ordering

Figure 3.1: Scheduling behaviour with varying sd

From the above plot,we figure that when the channel conditions are good,almost all

links in the system are scheduled irrespective of the priority allocation. But in most

cases, when all links cannot be scheduled, it becomes necessary to be able to give pri-

ority to certain links over others. We see that for lower values of sd, only one link,with

highest priority,is scheduled maximum number of times.In such cases,it is optimal to

schedule links with higher queue length or high direct-link gains.

3.2 System model

The MATLAB model of FlashlinQ developed can be used to accommodate any num-

ber of links.For simplicity in analysing the scheduling behaviour,we consider a 3-link

model.The 3 links L1, L2, L3 have direct-link gains {|H11|2, |H22|2, |H33|2} and cross

link gain at the Rx of Lj because of Transmission by Tx of Li is |Hij|2 where i, j ∈

1, 2, 3, i 6= j.Transmit-yielding threshold(γTx) and Receive-yielding threshold are both

set to be 9dB.



Figure 3.2: System Model

3.2.1 Channel model

In each time-slot,in each link,the channel varies as a rayleigh fading model (refer Tse

(2005),Chang et al.)

Hii = randn(1) + j ∗ randn(1) (3.1)

Though channel varies with each time-slot,we assume flat-fading in any given slot. At

the Rx,at an instant n:

y[n] = ||h||x[n] + w[n]

w[n] ∼ iidCN(0, N0)

SNR =
Pt|h|2

N0

(3.2)

Consider a real-valued scalar Gaussian-noise channel of the canonical form:

Y =
√
snrX +N (3.3)

where snr denotes the signal-to-noise ratio of the observed signal,and the noise N ∼

N(0, 1) is a standard Gaussian random variable independent of the input, X.

When the distribution P (x) of the input X is standard Gaussian,the input-output

mutual information is then the well-known channel capacity under constrained input

power [5]

I(snr) = C(snr) = log2(1 + snr)bits/s/Hz (3.4)

When a link is scheduled,Rate = C else Rate = 0. In our study,the channel gains are

varied so as to satisfy the condition:

E[|hij|2] = sd2, if(i = j) (3.5)
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= 1, otherwise

3.2.2 Queueing model

We consider a Single-input Single-output(SISO) model. We assume an infinite buffer

at the transmitter of each link and also the knowledge of channel gain at each sample

interval.Therefore, rate-adaptive transmissions and strong channel coding can be used

to achieve error-free transmission. Thus, the service rate of the queue is equal to the

instantaneous channel capacity R. For simplicity we adopt a fluid model,where the

size of a packet is assumed to be infinitesimal. The arrival process follows a poisson

distribution with arrival rate λ .In each time-slot t,the Queue length is calculated as

QLt,i = (QLt−1,i + At −Rtts)
+ (3.6)

For t = 0, QL0 = 0.Take ts = 1.At is the amount of traffic arrival.Rt is the data that

can be successfully transmitted in that time slot.QLt,i is the Queue length at time slot t

in link Li.

3.2.3 Traffic model

For simplicity,we consider the data arrival to be poisson with rate λ. A Poisson pro-

cess models random events,in this case data arrivals,as emanating from a memoryless

process.

3.3 Different Priority assignment mechanisms

3.3.1 Random Priority Allocation

The basic FlashlinQ model supports random priority allocation,using a tone-matrix

based mechanism.This ensures that over a period of time, all links receive equal resource-

allocation. For our simulations we generate the vector P ,in each time-slot as:

P = randperm(n) (3.7)

10



In each time-slot,the priority vector is a random permutation of n links,where n is the

number of links in the system.Link P(i) has priority i.

3.3.2 Channel based Priority assignment

When the direct-link gains of all the links have similar variance,this priority assign-

ment gives results which are not very different from random priority allocation.This is

because FlashlinQ scheduling is inherently channel-state aware.

argmax
i
h1, h2, ...hi (3.8)

In MATLAB,

[a, P ] = sort(X,′ descend′); (3.9)

where X(i) = |Hii|2

In each time-slot,vector P returns the priority vector based on channel-state.In cases

where the direct-link gains of links vary significantly,the links with better channel con-

ditions are favoured for channel-use.

3.3.3 Queue length based Priority assignment

In this case,priority is assigned based on the queue length at the Tx of each link.In

case of 3.3.1,all links are scheduled almost equal number of times,irrespective of queue

length and average rate acheived by each link.

argmax
i
QL1, QL2, ..QLi (3.10)

At the end of each slot,the queue length is calculated as : for t>1 and each i :1 to n

QLt,i = (QLt−1,i + arrrate(i)− C(i))+

11



QL(t; i)is the Queue length at time slot t in link Li.The priority vector for the next slot

is calculated as

[vec, P ] = sort(QL(t, :),′ descend′) (3.11)

3.3.4 Queue length and channel based Priority assignment

This priority assignment method takes into account both Queue length and Channel

conditions.For each link,we calculate the product of QL of previous slot and H(direct

link gain) in the current slot and find priority vector P.

argmax
i
QL ∗H1, QL ∗H2, ...QL ∗Hi (3.12)

PL(i) = QL(t− 1, i)X(i)

where X(i) = |Hii|2

[vec, P ] = sort(PL,′ descend′) (3.13)

This priority assignment mechanism gives precedence to those links which have a

higher queue length and are also able to meet certain rate requirements due to favourable

channel gains.

3.4 Distributed Scheduling

The baseline FlashLinQ connection scheduling protocol enforces a random priority al-

location among links. Over time, this mechanism makes sure all links obtain a similar

share of the channel use. However, it is desirable for the system to be able to give higher

priority to certain links over others.The tone-matrix can be divided into multiple sub-

blocks representing different priority levels (priority ordering across blocks of tones).

A link is assigned multiple tone-pairs at any timeslot, the choice of which tone-pair to

use dynamically depends on the queue-length/backlog or packet delay.

For example,consider the link with CID 6,which is assigned 3 tone-pairs.Depending

12



Figure 3.3: Distributed Scheduling assigning multiple tone pairs

on the queue length/backlog,the link selects the tone-pair which consequently assigns

a higher priority or a lower priority.This way,each node is assigned a suitable priority

with no queue length information from the other nodes i.e., in a distributed way.This

mechanism of assigning priorities is suitable for scenarios with lesser users.
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CHAPTER 4

Plots and Observations

In the simulation results shown below,we consider 3 links and the number of iterations(time-

slots) N = 10000.

4.1 Varying Yielding thresholds
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Figure 4.1: Number of times i links scheduled vs Yielding threshold
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Parameters considered for the above simulations:



Hii ∼ N(0, sd2)

Hij ∼ N(0, 1), i 6= j

We note that if the channel conditions are good,even for higher yielding thresh-

olds,all 3 links have good channel access.However,with lower yielding thresholds,

performance degrades since all links transmit simultaneously but with bad SIRs.An op-

timized choice of the yielding threshold can achieve a good throughput in both strong

and weak interference scenarios( refer Yoon et al.) as mentioned in Xinzhou et al.,we

choose γTx = γRx = 9dB which was determined as optimal based on both simulation

and implementation results.

4.2 Comparison

Here we analyse the performance of the scheduling algorithm when different priority

assignment methods are used for different cases.

4.2.1 Queue length vs load

Case 1

Similar direct-link gains,different traffic arrival rate

Parameters:hii ∼ N(0, sd2)i ∈ 1, 2, 3, sd = 5.λ1 : λ2 : λ3 = 1 : 2 : 3
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Figure 4.2: Queue length vs load for Case 1
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We note that the cut-off for random-priority allocation occurs at Σλi = 5 as opposed

to Σλi = 7 and Σλi = 6.5 in case of QL and QLH based priority assignment.This shows

the system following the QL and QLH-based priority assignment mechanism can sup-

ports a 30 percent extra load.There is not much different between QL and QLH based

curves;this implies that the channel information is redundant.This might be because

FlashlinQ scheduling is inherently channel-state aware.

Case 2

Different direct-link gains,same traffic arrival rate

Parameters:λ1 = λ2 = λ3, |h11|2 = 2|h22|2 = 4|h33|2h33 ∼ N(0, sd2), sd = 5

0 5 10 15
0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

sum(lambda
i
)

av
er

ag
e 

qu
eu

el
en

gt
h

 

 
random
QL−based
(QL*H)−based

Figure 4.3: Queue length vs load for Case 2

In this case,cut-off occurs at Σλi = 8 for random priority allocation and at Σλi = 10

for both QL and QLH based priority assignment.The QL and QLH priority mechanisms

are seen to support a 20 percent extra load compared to random priority allocation.

4.2.2 Queue length Distribution

In this part,we consider the queue length distribution in each link individually as well

as for the Queue length averaged over all links i.e., the whole system as a single

queue(refer Marbach).Here,for each Queue length B (bits) we compare the probabil-

ity that the queue length exceeds B, for different priority allocation mechanisms.
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Case 1

Different direct-link gains,same traffic arrival rate λ

Parameters: λ = 2, |h11|2 = 2|h22|2 = 4|h33|2h33 ∼ N(0, sd2), sd = 5
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Figure 4.4: Queue length distribution Case 1

The figure 4.4 shows the queue length distribution for the system of 3 links.We see

that QL and QLH-based priority assignment is better than random priority ordering.

Case 2

Similar direct-link gains,different traffic arrival rates

Parameters:λ1 = 1, λ2 = 1.5, λ3 = 2, hii ∼ N(0, sd2), sd = 5i ∈ 1, 2, 3
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Figure 4.5: Queue length distribution Case 2

From both figures 4.4 and 4.5,we observe that QL and QLH based priority assign-
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ment is more favourable as compared to random priority ordering.

4.2.3 Fixed queue length

Let us consider a case where each link has a fixed queue length of b bits at time t =

0.We now compare the number of time-slots required,in each of the priority allocation

mechanisms, to deplete these b bits.

Objective:Minimize the number of time-slots required to deliver all data to the

intended destination.

Minimize : E(N)

subject to :QL(0) = b,QL(N) = 0

Figure 4.6: Time to deplete the Queue:Fixed initial Queue length

From the figure,we observe that for any given queue length b,the number of time-

slots t required is more for random priority assignment than QL and QLH based.
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CHAPTER 5

Conclusion

5.1 Contribution of the thesis

From the simulation results,we clearly see that

• QL(queue length) based and QLH(queue length and channel) based priority as-
signment have significant improvement in the context of Queue length distribu-
tion in the system.

• From the plots,it can be inferred that the channel information in QLH based mech-
anism is redundant.This might be because the FlashlinQ scheduling is inherently
channel-state aware.

We also track each link individually and observe the following:

• For links with higher channel gains,H-based priority allocation ensures slightly
better performance.

• For links with lower channel-gains,QL-based priority allocation gives a relatively
better throughput.But this happens at the cost of allocating lower priority to links
with better channel-gains.

• Considering the above points,it is necessary to propose a priority allocation algo-
rithm that takes into account both channel conditions and queue length at each of
the links.

• In Queue length based scheduling,when links have similar channel conditions,links
with higher traffic get higher priority and thus attains a higher average data rate,as
desired.

It was seen that QL-based and QLH-based priority assignment are better when com-

pared to random priority allocation.QLH- based strikes a balance between keeping the

queue length in check and prioritising the link which can attain the highest rate.But

scheduling behaviour significantly depends on channel-conditions.QL-based schedul-

ing works best for links with poor channel gains but at the cost of links with higher

direct-link gains Tx− yielding.



5.2 Future work

Models of the traffic offered to the network or a component of the network will be

critical to providing high quality of service(QoS). Traffic models are used as the input to

analytical or simulation studies of resource allocation strategies.As part of the project,an

analytical model of FlashlinQ has been simulated in MATLAB to accommodate any

number of links.The various aspects of link-scheduling can be observed for self-similar

traffic,which represents real-time traffic-arrival behaviour better.

In our model,we assume the choice of tone-pairs,and consequently the priority,occurs

with no error. For example,in QL-based allocation, a link with higher queue length is

always assigned a higher priority than other links with lower queue length.It may hap-

pen that the lowest of the priorities assigned to a link with lower QL can still be higher

than the highest priority assigned to link with higher QL.This error,though minimal can

be taken into account.

It can also be modelled to support an adaptive threshold which changes over a slower

time-scale, which can be further used for providing QoS or fairness for links..With

suitable Power-allocation methods,it can be seen that QLH-based priority assignment

ensures that all scheduled links achieve minimum rate requirements.
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