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ABSTRACT

KEYWORDS: Channel-Shortening; Widely-Linear filtering; Kalman filtering

Part-I aims at designing a receiver algorithm for Long Term Evolution (LTE) Downlink

systems.

Part-II demonstrates the application of the Kalman filtering algorithm for the estimation

of sun position.

PART-I:

The LTE system employs Orthogonal Frequency Division Multiplexing of

carriers in the downlink. OFDM is a Multi-Carrier Modulation (MCM) technique and

when used in a MIMO environment, it is possible to achieve high data rates. OFDM

is superior to its peer wideband techniques for its ability to provide interference-free

communication using cyclic prefix. However, as the user is moving closer to the cell

edge, the possibility of the delay spread being greater than cyclic prefix causes Inter

OFDM Symbol Interference (IOSI), Inter Block Interference (IBI) etc. Further, inter-

ference from other base stations might pave way to Co-Channel Interference (CCI) and

Co-Antenna Interference (CAI) (due to Multiple Input Multiple Output (MIMO)). In

addition, OFDM system is highly sensitive to frequency offset, thus leading to Inter

Carrier Interference (ICI). A method referred to as Channel-Shortening is introduced

to overcome these interference problems via linear filtering and increasing the num-

ber of receive antennas. In this thesis, a new method is proposed that exhibits merits
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of Channel-Shortening but with reduced number of receive antennas. The proposed

method is simulated and the results are compared with those of the traiditional channel-

shortening method.

PART-II:

Spacecrafts require information regarding their orientation with respect to the

sun. The estimation of sun’s position is corrupted due to the presence of uncontrollable

noise sources and impairements. Hence, a robust filtering mechanism is of utmost im-

portance to locate the sun in the presence of measurement noise. In this thesis, two types

of sun orientation sensors, namely Tetra-lateral and Pin-cushion are studied. These ap-

proaches use the Kalman filter for robust estimation. The results thus obtained, are

compared with those of algebraic (Least Squares) method.
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CHAPTER 1

INTRODUCTION

1.1 Receiver Algorithm

1.1.1 Introduction

The ever increasing demand for very high rate wireless data transmission calls for tech-

nologies which make use of the available electromagnetic resource in the most intelli-

gent way. Key objectives are spectrum efficiency (bits per second per Hertz), robustness

against multipath propagation, range, power consumption, and implementation com-

plexity. These objectives are often conflicting, so techniques and implementations are

sought which offer the best possible trade-off between them. The Internet revolution

has created the need for wireless technologies that can deliver data at high speeds in a

spectrally efficient manner. The significant need for higher data rate has pushed wireless

communication from 3G to evolution of 4G. Standards of 4G being LTE and WiMAX.

LTE, an acronym for Long-Term Evolution, commonly marketed as 4G LTE, is a stan-

dard for wireless communication of high-speed data for mobile phones and data termi-

nals. LTE, the successor to UMTS and HSPA, is now being deployed and is the way

forwards for high speed cellular services. The standard is developed by the 3GPP (3rd

Generation Partnership Project) and is specified in its Release 8 document series, with

minor enhancements described in Release 9 ([19]). In its first form it is a 3G or as



some would call it a 3.99G technology, but with further additions the technology can

be migrated to a full 4G standard and here it is known as LTE Advanced. There has

been a rapid increase in the use of data carried by cellular services, and this increase

will only become larger in what has been termed the "data explosion". To cater for this

and the increased demands for increased data transmission speeds and lower latency,

further development of cellular technology have been required.

The UMTS cellular technology upgrade has been dubbed LTE. The idea is that LTE

will enable much higher speeds to be achieved along with much lower packet latency

(a growing requirement for many services these days), and that 3GPP LTE will enable

cellular communications services to move forward to meet the needs for cellular tech-

nology to 2017 and well beyond. Many operators have not yet upgraded their basic

3G networks, and 3GPP LTE is seen as the next logical step for many operators, who

will leapfrog straight from basic 3G straight to LTE as this will avoid providing several

stages of upgrade. The use of LTE will also provide the data capabilities that will be

required for many years and until the full launch of the full 4G standards known as LTE

Advanced.

The goal of LTE was to increase the capacity and speed of wireless data networks

using new DSP (digital signal processing) techniques and modulations that were devel-

oped around the turn of the millennium. Orthogonal Frequency Division Multiplexing

(OFDM) is one such promising technique and is being effectively exploited. A further

goal was the redesign and simplification of the network architecture to an IP-based sys-

tem with significantly reduced transfer latency compared to the 3G architecture. The

LTE wireless interface is incompatible with 2G and 3G networks, so that it must be

operated on a separate wireless spectrum.

OFDM is the potential candidate for LTE systems. It can provide large data rates with

sufficient robustness to radio channel impairments. The major advantages of OFDM are

its ability to convert a frequency selective fading channel into several nearly flat fading

channels and high spectral efficiency. One of the disadvantages is its high Peak-to-

2



Average Power Ratio (PAPR) which imposes a severe constraint on transmitter power.

Hence it is used only in the downlink part of the LTE systems. For the uplink case,

Single Carrier- Frequency Division Multiple Access (SC-FDMA) is used. The other

disadvantage is its sensitivity to carrier frequency offset which results in ICI. ICI com-

bined with other drawbacks such as IOSI , IBI , CCI, CAI will degrade the performance

of the system.

1.1.2 Motivation

Orthogonal Frequency Division Multiple Access(OFDMA) is the technique used in

LTE Downlink systems. OFDM is robust in adverse channel conditions and allows a

high level of spectral efficiency. Multiple access techniques which are quite developed

for the single carrier modulations (e.g. TDMA, FDMA) had made possible of sharing

one communication medium by multiple number of users simultaneously. The sharing

is required to achieve high capacity by simultaneously allocating the available band-

width to multiple users without severe degradation in the performance of the system.

Disadvantage of FDMA technique is its Bad Spectrum Usage. Disadvantage of TDMA

technique is Multipath Delay spread problem. In a typical terrestrial broadcasting, the

transmitted signal arrives at the receiver using various paths of different lengths. Since

multiple versions of the signal interfere with each other, it becomes difficult to extract

the original information.

OFDM has recently gained fair degree of prominence among modulation schemes due

to its intrinsic robustness to frequency selective Multipath fading channels. OFDM sys-

tem also provides higher spectrum efficiency and supports high data rate transmission.

This is one of the main reasons to select OFDM a candidate for systems such as Digi-

tal Audio Broadcasting (DAB), Digital Video Broadcasting (DVB), Digital Subscriber

Lines (DSL), and Wireless local area networks (HiperLAN/2), and in IEEE 802.11a,

IEEE 802.11g.
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The focus of fourth-generation (4G) mobile systems is on supporting high data rate ser-

vices such as deployment of multi-media applications which involve voice, data, pic-

tures, and video over the wireless networks. The data rate envisioned for 4G networks

is 1 GB/s for indoor and 100Mb/s for outdoor environments. OFDM is a promising

candidate for 4G systems because of its robustness to the multipath environment. But

because of its high Peak-to-Average Power Ratio (PAPR), it is used only in the down-

link and SC-FDMA is used in the uplink part.

The most commonly encountered problems in OFDM are:

• Inter OFDM Symbol Interference (IOSI)

• Inter Block Interference (IBI)

• Co-channel Interference (CCI)

• Co-Antenna Interference (CAI)

• Inter Carrier Interference (ICI)

To specify in particular, OFDM is very sensitive to carrier synchronization and even a

small percentage of carrier frequency offset results in huge degradation in performance.

Therefore, proposing a technique that is superior to Channel Shortening method in solv-

ing these problems, has been my chief focus.

1.1.3 Literature Survey

In 1971, Weinstein and Ebert, engineers at BELL Telephone Laboratories, proposed

a modified OFDM system in the paper “Data Transmission by Frequency Division

Multiplexing using the Discrete Fourier Transform” ([8]). The paper demonstrated

use of Discrete Fourier Transform (DFT) to generate the orthogonal subcarriers wave-

forms as a substitute to banks of sinusoidal generators. Use of DFT and IDFT modules

alongside with digital-to-analog converters immensely reduced implementation com-

plexity. In their model, baseband signals were modulated by exercising IDFT at the

4



transmitter end and demodulated by DFT at the receiver end. Hence, though the sub-

carriers overlap in frequency domain, DFT ensured their orthogonality.

Cyclic prefix (CP) or cyclic extension was first introduced by Peled and Ruiz in 1980

for OFDM systems. They suggested substitution of conventional null guard interval

with cyclic extension for fully-loaded OFDM modulation. This ensured persistence of

orthogonality between subcarriers, hence resulting in phenomenal Inter Symbol Inter-

ference (ISI) reduction. However, decline in transmitting energy efficiency, innate in

this process, is the price to pay. For its merits, Cyclic Prefix is being adopted by current

IEEE standards.

In 1985, Cimini introduced a pilot-based method to reduce the interference emanating

from the multipath and co-channels. In the 1990s, OFDM systems have been exploited

for high data rate communications. In the IEEE 802.11 standard, the carrier frequency

can go up as high as 2.4 GHz or 5 GHz. Researchers tend to pursue OFDM operating at

even much higher frequencies nowadays. For example, the IEEE 802.16 standard pro-

poses yet higher carrier frequencies ranging from 10 GHz to 60 GHz. However, OFDM

is very sensitive to the carrier frequency offsets which causes Inter Carrier Interference

(ICI). The undesired ICI degrades the performance of the OFDM systems. The use of

channel-shortening method for removal of ICI was introduced by Robert W. Heath and

Taiwan Tang in their paper “A Space-Time Receiver with Joint Synchronization and

Interference Cancellation in Asynchronous MIMO-OFDM Systems”.

1.1.4 Contribution of this thesis

Using MATLAB, simulations were carried out for the Proposed method and Channel-

Shortening method. Digital modulation schemes such as 4-QAM and 16-QAM were

used to assess the performance of the proposed method. Bit-error-rate (BER) for vary-

ing Signal-to-Noise Ratio (SNR) is used to compare the Proposed method against the

traditional Channel-Shortening method and the added advantages offered by it are high-
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lighted. Different MIMO scenarios were taken and performance of the proposed method

against IOSI, IBI, CAI, CCI, ICI (due to frequency offset) is discussed.

1.2 Kalman Filter Algorithm

1.2.1 Introduction

The Kalman filter is a recursive predictive filter that is based on the use of state space

techniques and recursive algorithms. It estimates the state of a dynamic system. This

dynamic system can be disturbed by various noises, mostly assumed to be white. To

improve the estimated state the Kalman filter uses measurements that are related to the

state but disturbed profusely.

The algorithm works in a two-step process. In the prediction step, the Kalman filter

produces estimates of the current state variables, along with their uncertainties. Once

the outcome of the next measurement (necessarily corrupted with some amount of er-

ror, including random noise) is observed, these estimates are updated using a weighted

average, with more weight being given to estimates with higher certainty. Because of

the algorithm’s recursive nature, it can run in real time using only the present input mea-

surements and the previously calculated state and its uncertainty matrix; no additional

past information is required.

The major advantages of using Kalman filter for the estimation of data is that it copes

with the large uncertainty of the initialization phase, copes with missing data and pro-

vides a convenient measure of estimation accuracy (via the covariance matrix). How-

ever, it is computationally complex and requires linear models for state dynamics and

observation processes.
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1.2.2 Motivation

Many satellites use sun sensors to determine the position of the sun which can be further

used for various other purposes such as attitude determination, alignment towards sun

for solar charging, etc. All these applications require perfect position of the sun (eleva-

tion and azimuth angles of the sun with respect to sensor frame). The position estimates

from the sun sensor will be, in general, erroneous because of the various noises that may

affect the measurements. Some of these noises may be random in nature. Hence to have

a robust estimate of the sun position , there must be a filtering mechanism through which

the sun sensor output data must pass so that the filtered output would be the best esti-

mate of the sun position. Kalman Filter has been chosen in this project for it considers

approximately all noise sources that might affect the sensor output, thus giving a robust

estimate of the sun’s position.

1.2.3 Literature Survey

Rudolf Emil Kalman was born in Budapest, Hungary, on May 19, 1930. He envisioned

Kalman filter for the first time in the year 1958. In 1960, he published his famous paper

describing a recursive solution to the discrete data linear filtering problem. Since that

time, due to advances in digital computing, the Kalman filter has been the subject of

extensive research and application, particularly in the area of autonomous or assisted

navigation. This digital filter is sometimes called the Stratonovich–Kalman–Bucy fil-

ter because it is a special case of a more general, non-linear filter developed some-

what earlier by the Soviet mathematician Ruslan L. Stratonovich. In fact, some of the

special case linear filter’s equations appeared in papers by Stratonovich that were pub-

lished before summer 1960, when Kalman met with Stratonovich during a conference

in Moscow.
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1.2.4 Contribution of this thesis

Simulations were carried out in MATLAB, where the kalman filtering algorithm is run

iteratively. The algorithm was tested on two sun sensor types namely pin-cushion type

and tetra-lateral type. Results were compared with those of algebraic method (Least-

Squares).

1.3 Objective and Outline of the Thesis

The main objective of the thesis can be given as:

1. To propose a method which could outperform the Channel-Shortening method
and provide a better diversity advantage along with other advantages of the Channel-
Shortening method.

2. To implement the kalman filtering algorithm for robust estimation of the sun po-
sition from sun sensor data and prove that this is a powerful tool compared to the
other traditional methods (in particular least squares method).

This thesis is organized as follows:

We begin, in Chapter-2, by elaborating basics of LTE and OFDM systems. Chapter-3

demonstrates the Channel-Shortening method which is used for removal of IOSI, IBI,

CCI, CAI, ICI, etc. In Chapter-4, the Proposed method which uses the concept of

widely-linear filtering is discussed. Chapter-5 presents the theoretical and simulation

results of the Proposed method against Channel-Shortening method.

Chapter-6 delineates various types of sun sensors and introduces the Kalman Filter-

ing algorithm. Chapter-7 elucidates the estimation of the sun position using Kalman

Filtering algorithm. Chapter-8 is a presentation of simulation results of the Kalman Fil-

tering algorithm. In addition, the chapter brings out superiority of the algorithm to least

squares method. Chapter-9 concludes the thesis and gives scope for future work.
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CHAPTER 2

BASICS OF LTE AND OFDM

2.1 LTE Systems

History

LTE stands for Long Term Evolution and it was initiated as a project in 2004 by

telecommunication body known as the Third Generation Partnership Project (3GPP).

LTE evolved from an earlier 3GPP system known as the Universal Mobile Telecommu-

nication System (UMTS), which in turn evolved from the Global System for Mobile

Communications (GSM). First version of LTE was documented in Release 8 of the

3GPP specifications. System Architecture Evolution (SAE) is the corresponding evolu-

tion of the GPRS/3G packet core network evolution. The term LTE is typically used to

represent both LTE and SAE. Table 2.1.1 illustrates the evolution of LTE.

Year Event
Mar 2000 Release99-UMTS/WCDMA
Mar 2002 Release5-HSDPA
Mar 2005 Release6-HSUPA

2007 Release7-DL MIMO, IMS (IP Multimedia Subsystem)
Nov 2004 Work started on LTE Specification
Jan 2008 Spec finalized and approved with Release8

2010 Targeted first deployment

Table 2.1.1: LTE Evolution adapted from [17]



Specifications of LTE

Table 2.1.2 summarizes the basic parameters of LTE systems.

Parameters Description
Frequency range UMTS FDD and TDD bands as given in Table

2.1.3
Duplexing FDD, TDD, half-duplex FDD
Channel coding Turbo code

Mobility
0-15 km/h (optimized)
15-120 km/h (high
performance)

Channel
Bandwidth
(MHz)

1.4, 3, 5, 10, 15, 20

Modulation
Schemes UL : QPSK, 16QAM, 64QAM (optional)

DL : QPSK, 16QAM, 64QAM
Multiple Access
schemes UL: SC-FDMA (Single Carrier Frequency

Division Multiple Access) supports 50Mbps+
(20MHz spectrum)
DL: OFDM (Orthogonal Frequency Division
Multiple Access) supports 100Mbps+ (20MHz
spectrum)

Multi-Antenna
Technology UL : Multi-user Collaborative MIMO

DL: TxAA, spatial multiplexing, CDD ,max
4x4 array

Peak data rate in
LTE UL: 75Mbps(20MHz bandwidth)

DL: 150Mbps(2x2 MIMO, 20MHz bandwidth)
300Mbps(4x4 MIMO, 20MHz bandwidth)

MIMO UL: 1 x 2, 1 x 4
DL: 2 x 2, 4 x 2, 4 x 4

Coverage 5 - 100km with slight degradation after 30km
QoS E2E QOS allowing prioritization of different

class of service
Latency End-user latency < 10mS

Table 2.1.2: Specifications of LTE adapted from [17]

LTE uses wide variety of bandwidth allocations or radio spectrum that has been reserved

for FDD, frequency division duplex, and TDD, time division duplex. The FDD LTE

frequency bands are paired to allow simultaneous transmission on two frequencies. The

TDD LTE bands are unpaired as the uplink and downlink share the same frequency,

being time multiplexed.
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Table 2.1.3 gives the frequency band allocation for LTE FDD and TDD systems.

FDD
LTE
Band
no.

Uplink (MHz) Downlink
(MHz)

Width
of

band
(MHz)

Duplex
spac-
ing

(MHz)

Band
gap

(MHz)

1 1920 - 1980 2110 - 2170 60 190 130
2 1850 - 1910 1930 - 1990 60 80 20
3 1710 - 1785 1805 -1880 75 95 20
4 1710 - 1755 2110 - 2155 45 400 355
5 824 - 849 869 - 894 25 45 20
6 830 - 840 875 - 885 10 35 25
7 2500 - 2570 2620 - 2690 70 120 50
8 880 - 915 925 - 960 35 45 10
9 1749.9 - 1784.9 1844.9 - 1879.9 35 95 60

10 1710 - 1770 2110 - 2170 60 400 340
11 1427.9 - 1452.9 1475.9 - 1500.9 20 48 28
12 698 - 716 728 - 746 18 30 12
13 777 - 787 746 - 756 10 -31 41
14 788 - 798 758 - 768 10 -30 40
15 1900 - 1920 2600 - 2620 20 700 680
16 2010 - 2025 2585 - 2600 15 575 560
17 704 - 716 734 - 746 12 30 18
18 815 - 830 860 - 875 15 45 30
19 830 - 845 875 - 890 15 45 30
20 832 - 862 791 - 821 30 -41 71
21 1447.9 - 1462.9 1495.5 - 1510.9 15 48 33
22 3410 - 3500 3510 - 3600 90 100 10
23 2000 - 2020 2180 - 2200 20 180 160
24 1625.5 - 1660.5 1525 - 1559 34 -101.5 135.5
25 1850 - 1915 1930 - 1995 65 80 15

TDD
LTE Band

no.
Allocation

(MHz)
Width of band

(MHz)
33 1900 - 1920 20
34 2010 - 2025 15
35 1850 - 1910 60
36 1930 - 1990 60
37 1910 - 1930 20
38 2570 - 2620 50
39 1880 - 1920 40
40 2300 - 2400 100
41 2496 - 2690 194
42 3400 - 3600 200
43 3600 - 3800 200

Table 2.1.3: LTE FDD and TDD frequency band allocations adapted from [17]
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Advantages of LTE

• High Throughput : High data rates can be achieved in both downlink as well as
uplink. This causes high throughput.

• Low Latency : Time required to connect to the network is in range of a few
hundred milliseconds and power saving states can now be entered and exited very
quickly.

• FDD and TDD in the same platform : Frequency Division Duplex (FDD) and
Time Division Duplex (FDD), both schemes can be used on same platform.

• Superior end-user experience : Optimized signalling for connection establish-
ment and other air interface and mobility management procedures have further
improved the user experience. Reduced latency (to 10 ms) for better user experi-
ence.

• Seamless Connection : LTE will also support seamless connection to existing
networks such as GSM, CDMA and WCDMA.

• Plug and play : The user does not have to manually install drivers for the device.
Instead system automatically recognizes the device, loads new drivers for the
hardware if needed, and begins to work with the newly connected device.

• Simple architecture : Because of Simple architecture low operating expenditure
(OPEX).

2.2 OFDM Systems

To overcome the effect of multi path fading problem available in UMTS, LTE uses

Orthogonal Frequency Division Multiplexing (OFDM) for the downlink - that is, from

the base station to the terminal to transmit the data over many narrow band careers of

180 KHz each instead of spreading one signal over the entire channel bandwidth.

Orthogonal Frequency Division Multiplexing (OFDM) is a multicarrier transmission

technique, which divides the bandwidth into many carriers, each one is modulated by

a low rate data stream(see Figure 2.2.1). In term of multiple access technique, OFDM

is similar to FDMA in that the multiple user access is achieved by subdividing the

available bandwidth into multiple channels that are then allocated to users. However,
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OFDM uses the spectrum much more efficiently by spacing the channels much closer

together. This is achieved by making all the carriers orthogonal to one another, hence

preventing interference between the carriers though closely spaced.

Figure 2.2.1: OFDM Spectrum

2.2.1 Evolution of OFDM

The evolution of OFDM can be divided into three parts namely Frequency Division

Multiplexing (FDM), Multicarrier Communication (MC) and Orthogonal Frequency

Division Multiplexing (OFDM).

Frequency division Multiplexing (FDM)

Frequency Division Multiplexing (FDM) was used for a long time to carry more than

one signal over a telephone line. FDM enables use of different frequency channels

to carry the information of different users. Each channel is identified by the centre

frequency of transmission. To ensure that the signal of one channel did not overlap with

the signal from an adjacent one, some gap or guard band is introduced between different

14



channels. Obviously, this guard band will lead to inefficiencies which were exaggerated

in the early days. Lack of digital filtering, those days, made it difficult to filter closely

packed adjacent channels.

MultiCarrier Communication (MC)

The concept of multicarrier (MC) communications uses a form of FDM technologies

but only between a single data source and a single data receiver. As multicarrier com-

munications was introduced, it enabled an increase in the overall capacity of communi-

cations, thereby increasing the overall throughput. Referring to MC as FDM, however,

is somewhat misleading since the concept of multiplexing refers to the ability to add sig-

nals together. MC is actually the concept of splitting a signal into a number of signals,

modulating each of these new signals over its own frequency channel, multiplexing

these different frequency channels together in an FDM manner; feeding the received

signal via a receiving antenna into a demultiplexer that feeds the different frequency

channels to different receivers and combining the data output of the receivers to form

the received signal.

Orthogonal Frequency Division Multiplexing (OFDM)

Orthogonal Frequency Division Multiplexing (OFDM) is simply defined as a form of

multi-carrier modulation where the carrier spacing is carefully selected so that each

subcarrier is orthogonal to the other sub-carriers. Orthogonality can be achieved by

carefully selecting the sub-carrier frequencies. One of the ways is to select sub-carrier

frequencies such that they are harmonics to each other. Also the modulators and de-

modulators in MC were replaced by DSP techniques such as IFFT and FFT respectively

which reduces the computation effort and time.

15



2.2.2 OFDM Transmission and Reception

Figure 2.2.2 shows the block diagram of a typical OFDM transceiver. The transmit-

ter section converts digital data to be transmitted, into a mapping of subcarrier ampli-

tude and phase. It then transforms this spectral representation of the data into the time

domain using an Inverse Discrete Fourier Transform (IDFT). The Inverse Fast Fourier

Transform (IFFT) performs the same operations as an IDFT, except that it is much more

computationally efficient, and so is used in all practical systems. In order to transmit

the OFDM signal the calculated time domain signal is then mixed up to the required

frequency. The receiver performs the reverse operation of the transmitter, mixing the

RF signal to base band for processing, then using a Fast Fourier Transform (FFT) to

analyze the signal in the frequency domain. The amplitude and phase of the subcarriers

is then picked out and converted back to digital data. The IFFT and the FFT are com-

plementary function and the most appropriate term depends on whether the signal is

being received or generated. In cases where the signal is independent of this distinction

then the term FFT and IFFT is used interchangeably. The high data rate serial input

bit stream is fed into serial to parallel converter to get low data rate output parallel bit

stream. Input bit stream is taken as binary data. The low data rate parallel bit stream

is modulated in Signal Mapper. Modulation can be BPSK, QPSK,QAM etc. The mod-

ulated data are served as input to inverse fast Fourier transform so that each subcarrier

is assigned with a specific frequency. The frequencies selected are orthogonal frequen-

cies. In IFFT, the frequency domain OFDM symbols are converted into time domain

OFDM symbols. Guard interval is introduced in each OFDM symbol to eliminate in-

ter symbol interference (ISI). All the OFDM symbols are taken as input to parallel to

serial data. These OFDM symbols constitute a frame. A number of frames can be re-

garded as one OFDM signal. This OFDM signal is allowed to pass through digital to

analog converter (DAC). In DAC the OFDM signal is fed to RF power amplifier for

transmission. Then the signal is allowed to pass through channel where Additive White

Gaussian Noise (AWGN) also gets added. At the receiver part, the received OFDM
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Figure 2.2.2: Basic Block Diagram of OFDM

signal is fed to analog to digital converter (ADC) and is taken as input to serial to par-

allel converter. In these parallel OFDM symbols, Guard interval is removed and it is

allowed to pass through Fast Fourier transform. Here the time domain OFDM symbols

are converted into frequency domain. Then it is passed through the frequency domain

equalizer (MMSE, ZF, ML, etc) to extract the transmitted symbols and then fed into

Signal Demapper for demodulation purpose. And finally the low data rate parallel bit

stream is converted into high data rate serial bit stream which is in form of binary.
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Advantages and Disadvantages of OFDM

Advantages

• OFDM can easily adapt to severe channel conditions without the need for com-
plex channel equalization algorithms being employed.

• It is robust when combating narrow-band co-channel interference. As only some
of the channels will be affected, not all data is lost and error coding can combat
this.

• Intersymbol interference, ISI is less of a problem with OFDM because low data
rates are carried by each carrier.

• Provides high levels of spectral efficiency.

• Relatively insensitive to timing errors.

• This mechanism also facilitates the design of single frequency networks (SFNs),
where several adjacent transmitters send the same signal simultaneously at the
same frequency, as the signals from multiple distant transmitters may be com-
bined constructively, rather than interfering as would typically occur in a tradi-
tional single-carrier system.

Disadvantages

• OFDM is sensitive to Doppler shift - frequency errors offset the receiver and if
not corrected the orthogonality between the carriers is degraded.

• Sensitive to frequency timing issues.

• Possesses a high peak to average power ratio - this requires the use of linear power
amplifiers which are less efficient than non-linear ones and this results in higher
battery consumption.

• The cyclic prefix used causes a lowering of the overall spectral efficiency.
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2.2.3 LTE in Downlink and Uplink

Downlink:

Physical Resource allocation

OFDM meets the LTE requirement for spectrum flexibility and enables cost-efficient

solutions for very wide carriers with high peak rates. The basic LTE downlink physical

resource can be seen as a time-frequency grid, as illustrated in Figure 2.2.3:

Figure 2.2.3: LTE Downlink Physical Resource allocation adapted from [17]

The OFDM symbols are grouped into resource blocks. The resource blocks have a total

size of 180KHz in the frequency domain and 0.5ms in the time domain. Each 1ms

Transmission Time Interval (TTI) consists of two slots (Tslot). Each user is allocated

a number of so-called resource blocks in the time-frequency grid. The more resource

blocks a user gets, and the higher the modulation used in the resource elements, the

higher the bit-rate. Which resource blocks and how many the user gets at a given

point in time depend on advanced scheduling mechanisms in the frequency and time

dimensions. The scheduling mechanisms in LTE are similar to those used in HSPA,

and enable optimal performance for different services in different radio environments.

Resource blocks comprise 12 subcarriers, regardless of the overall LTE signal band-

width. They also cover one slot in the time frame. This means that different LTE signal
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bandwidths will have different numbers of resource blocks (see Table 2.2.1).

Channel
Bandwidth

(MHz)

Number of
Resource blocks

1.4 6
3 15
5 25
10 50
15 75
20 100

Table 2.2.1: Resource block allocation for each bandwidth adapted from [18]

Modulation schemes

Within the OFDM signal it is possible to choose between three types of modulation:

• QPSK (= 4QAM) - 2 bits per symbol

• 16QAM - 4 bits per symbol

• 64QAM - 6 bits per symbol

The exact format is chosen depending upon the prevailing conditions. The lower forms

of modulation (QPSK) do not require such a large signal to noise ratio but are not able

to send the data as fast. Only when there is a sufficient signal to noise ratio can the

higher order modulation format be used.

Figure 2.2.4 shows the Basic OFDM transmission scheme:

Figure 2.2.4: OFDMA Downlink
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Uplink:

LTE uses a pre-coded version of OFDM called Single Carrier Frequency Division Mul-

tiple Access (SC-FDMA) in the uplink. This is to compensate for a drawback with

normal OFDM, which has a very high Peak to Average Power Ratio (PAPR). High

PAPR requires expensive and inefficient power amplifiers with high requirements on

linearity, which increases the cost of the terminal and drains the battery faster.

With the RF power amplifier that transmits the radio frequency signal via the antenna

to the base station being the highest power item within the mobile, it is necessary that it

operates in as efficient mode as possible. This can be significantly affected by the form

of radio frequency modulation and signal format. Signals that have a high peak to aver-

age ratio and require linear amplification do not lend themselves to the use of efficient

RF power amplifiers. As a result it is necessary to employ a mode of transmission that

has as near a constant power level when operating. While this is not a problem for the

base station where power is not a particular problem, it is unacceptable for the mobile.

As a result, LTE uses a modulation scheme known as SC-FDMA - Single Carrier Fre-

quency Division Multiplex which is a hybrid format in the uplink. This combines the

low peak to average ratio offered by single-carrier systems with the multipath interfer-

ence resilience and flexible subcarrier frequency allocation that OFDM provides. A low

PAPR also improves coverage and the cell-edge performance.

Figure 2.2.5 shows the Basic SC-FDMA transmission:

Figure 2.2.5: SC-FDMA Uplink
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CHAPTER 3

CHANNEL-SHORTENING METHOD

3.1 Introduction

This method is used when the delay spread of the channel is greater than cyclic prefix

duration which results in IOSI , IBI.

In this method, we would be passing the received symbols through a space-time equal-

izer. This is ,in general, the first stage of the receiver through which symbols pass. The

following gives the stage-by-stage process through which symbols pass in receiver side:

• Space-time equalizer

• S/P Conversion

• Cyclic Prefix Removal

• FFT

• Frequency Domain Equalization

In the space-time equalizer, the received symbols will be convolved with a FIR filter

whose coefficients are determined based on the channel through which it was transmit-

ted. The number of space-time equalizer blocks to be employed depends on the number

of active transmit antennas and the number of equalizers within each block depends on

the number of receive antennas. The coefficients are designed in such a way that when



convolved with received symbols, the significant portion of the new channel response

will be within cyclic prefix duration thus avoiding IOSI, IBI. This method can also be

used when there is interference either coming from another base station or from another

antenna of same base station. Then the space-time equalizer coefficients are chosen in

such a way that it not only highlights the significant portion of the new channel response

but also reduces the effect of the interference term thus eliminating CAI, CCI ([1]).

3.2 Mathematical model

Let us consider a scenario of LTE Downlink case. Consider a MIMO System where

there are 2 base stations and one receiver (see Figure3.2.1).

Figure 3.2.1: Interference model adapted from [2]

Let Mt be the total number of active transmit antennas (corresponding to 2 base

stations)

M be the number of antennas at the desired base station (Base station1)

Mr be the total number of active receive antennas at the receiver

ϑ be the sampled channel impulse response order

L be the order of each filter of space-time equalizer

LCP be the cyclic prefix samples

N be the number of subcarriers
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Consider a Mr×Mt MIMO-OFDM system

−→r j =
Mt

∑
i=1

(
−→
h ji ?
−→
Si )+

−→
η j (3.2.1)

where j runs from 1 to Mr

? denotes convolution operator
−→
h ji is the channel vector between ith transmit antenna and jth receiver an-

tenna

−→
h ji =

[
h ji(0)h ji(1)h ji(2) · · · · · · · · · · · · · · · h ji(ϑ)

]T
−→
Si is the transmitted OFDM symbol from ith transmit antenna

−→
Si = [si(N−LCP)si(N−LCP +1) · · · · · ·si(N−1)si(0)si(1) · · · · · · · · · si(N−1)]T

−→r j is the received OFDM symbol at jth receive antenna
−→
η j is the AWGN noise vector at jth receive antenna

Now eq.(3.2.1) can be written as

r j(k) =
Mt

∑
i=1

ϑ

∑
n=0

h ji(n) · si(k−n)+η j(k) (3.2.2)

The received symbol at each antenna is passed through the space-time equalizer and the

outputs of the space-time equalizer are added.

As here there are Mt transmit antennas(transmitted symbols), hence there must be Mt

space-time equalizers and each equalizer must have Mr filters each of order L.

After passing through the space-time equalizer, we get

−→yip =
Mr

∑
j=1

(−→wip j ?
−→r j )
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where ip runs from 1 to M

−→wip j is the filter at jth receive antenna for detecting symbol from ip
th

transmit

antenna.

−→wip j =

[
wip j(0)wip j(1)wip j(2) · · · · · · · · · · · · · · · wip j(L)

]T

−→yip is the output of space-time equalizer corresponding to ip
th

transmit an-

tenna

Now,

yip(k) =
Mr

∑
j=1

L

∑
m=0

wip j(m) · r j(k−m) (3.2.3)

=
Mr

∑
j=1

L

∑
m=0

wip j(m) ·

(
Mt

∑
i=1

ϑ

∑
n=0

h ji(n) · si(k− (m+n))+η j(k−m)

)

This can be written in simpler terms as

−→yip =
Mt

∑
i=1

Mr

∑
j=1

(−→wip j ?
−→
h ji)?

−→
Si +

Mr

∑
j=1

(−→wip j ?
−→
η j)︸ ︷︷ ︸

(Colorednoise)

(3.2.4)

Now the new target channel impulse response would be

Mr

∑
j=1

(−→wip j ?
−→
h ji)

3.3 Channel-Estimate based Equalizer Design

The approach for designing space-time equalizer is to estimate the channel first and

then design the equalizer using estimated channel.
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3.3.1 Channel Estimation

Here, non-blind channel estimation technique is used. We used block-type pilot ar-

rangement (see Figure 3.3.1) i.e OFDM symbols with pilots at all subcarriers, referred

to as pilot symbols are transmitted periodically for channel estimation. This arrange-

ment works well for frequency selective channels as each pilot symbol contains known

pilot signals at all of the sub-carriers. However this is suitable only for slow fading

channels.

To estimate the channel, all the training sequences of the active antennas in the system

have to be known to the receiver.

Here we stack all the training sequences as S = [S1 S2 · · · · · · · · · SMt ]

where

Si =



si(0) 0 · · · · · · · · · · · · 0

si(1) si(0)
...

... si(1)
. . . ...

...
... . . . ...

si(N−1)
... . . . ...

0 si(N−1) . . . ...
... 0

...
...

... 0

0 0 · · · · · · · · · · · · si(0)


Matrix representation is

R = SH +N

MMSE channel estimate can be obtained as

Ĥ = (SHS+σ
2
n .I)

−1SHR

where σ2
n is the noise power

I is the identity matrix
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Figure 3.3.1: Block-Type Pilot Arrangement adapted from [9]

3.3.2 Objective function to determine space-time equalizer co-efficients

The method used to determine the equalizer co-efficients is Maximum Shortened Signal-

to-Interference-and-Noise-Ratio (MSSINR) method. In this, the energy of the compo-

nents (within cyclic prefix duration) of the target channel impulse response are max-

imised and the other components are minimized thus eliminating IOSI, IBI, CCI, CAI.

Thus the objective function is given as ([1])

max
wip ,Γi

wH
ip ĤH ΓH

i Γi Ĥ wH
ip

wH
ip ĤH Γ̄i

H
Γ̄i Ĥ wH

ip +σ2
n I

s.t ‖wip‖2 = 1

where Γi is the binary diagonal matrix which selects the samples in a certain window

of length LCP of the effective target channel response after space-time filtering for ipth

transmit antenna.

The matrix Γ̄i selects the samples outside the window. Thus by performing the opti-

mization over wip and Γi, the energy of the post-equalization channel response will be

mainly concentrated in the selected window of length LCP, and the energy outside the

selected window is minimized.
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3.3.3 Matrix Representation

Matrix Representation of eq.(3.2.4) (neglecting noise term) is

Yip = S ·H ·Wip

where

S =

[
S1

...S2
... · · · · · · · · · ...SMt

]
(N+LCP)×Mt(L+ν+1)

Si =



si(N−LCP) 0 · · · · · · · · · 0

si(N−LCP +1) si(N−LCP) 0 · · · · · · 0
... si(N−LCP +1)

...

si(N−1)
... . . . ...

si(0) si(N−1) . . .
... si(0)

. . .
...

... . . .

si(N−1) si(N−2) · · · · · ·


(N+LCP)×(L+ν+1)

H =



H11 H21 · · · · · · HMr 1

H12 H22 · · · · · · HMr 2

...
...

...
...

...
...

...
...

...
...

H1Mt H2Mt · · · · · · HMr Mt


Mt(L+ν+1)×Mr(L+1)
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Hji =



hji(0) 0 · · · · · · · · · 0

hji(1) hji(0) 0 · · · · · · 0
... hji(1) hji(0)

...
...

... . . . hji(0)

hji(ν)
... . . . hji(1)

0 hji(ν)
. . . ...

... 0
...

...
...

...

0 0 · · · · · · · · · hji(ν)


(L+ϑ+1)×(L+1)

Wip =



Wip1

Wip2
...
...

WipMr


Mr(L+1)×1

Wipj =



wipj(0)

wipj(1)
...
...
...

wipj(L)


(L+1)×1

Now a window which can take only LCP rows of the matrix H is chosen such that energy

present within the window is maximum and the energy outside the window is minimum.

Let HLCP be the matrix which contains the significant LCP rows of the matrix H and

Hint be the matrix containing remaining rows of H.

Now

H =


HLCP

· · · · · · · · ·

Hint


Size of HLCP is LCP×Mr(L+1)

Size of Hint is (Mt(L+ν +1)−LCP)×Mr(L+1)
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Now to cancel IOSI, IBI, CCI, CAI we need

Hint �Wip = 0 (InterferenceCancellationcondition)

Thus Wip is a non-zero vector which must belong to the null space of matrix Hint

⇒ dim(null(Hint))> 0

According to rank-nullity theorem,

dim(col(Hint))+dim(null(Hint)) = total number o f columnso f Hint (3.3.1)

As all the elements of Hint are independent to each other, hence

dim(col(Hint)) = rank(Hint) = Mt(L+ν +1)−LCP

Substituting in eq.(3.3.1), we get

(Mt(L+ν +1)−LCP)+dim(null(Hint)) = Mr(L+1)

⇒ dim(null(Hint)) = Mr(L+1)− (Mt(L+ν +1)−LCP) > 0

⇒ L >
Mt(ϑ +1)−LCP−Mr

Mr−Mt
(3.3.2)

Thus to use channel-shortening method, we need

Mr > Mt (3.3.3)
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3.4 Frequency Offset Compensation

3.4.1 Introduction

OFDM systems are highly sensitive to the frequency offset. The frequency offset would

cause a loss in the orthogonality of the subcarriers thus leading to Inter Carrier Interfer-

ence (ICI) (see Figure 3.4.1).

Let B be the total channel bandwidth and N be the number of subcarriers then

subcarrier bandwidth is B
N

∇ f be the frequency offset then normalised frequency offset is given as

ξ = ∇ f
( B

N )

If P is the transmitted power and σ2
n is the noise power then SNR expression due to the

frequency offset changes from ([8])

P | H |2

σ2
n
→

P | H |2
(

sin(πξ )
πξ

)2

0.822P | H |2 (sin(πξ ))2 +σ2
n

3.4.2 Mathematical model

Here we assume that frequency offset exists between the local oscillators of the base

station and a receiver.

Now eq.(3.2.2) changes to

r j(k) =
Mt

∑
i=1

ϑ

∑
n=0

h ji(n) · si(k−n) · exp( j2π
ξb

N
k)+η j(k) , b = 1,2
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Figure 3.4.1: ICI due to Carrier frequency offset

Hence to compensate frequency offset (assuming base station 1 is desired base station),

eq.(3.2.3) changes to ([3])

yip(k) =
Mr

∑
j=1

L

∑
m=0

wip j(m) · r j(k−m) · exp(− j2π
ξ1

N
k)

=
Mr

∑
j=1

L

∑
m=0

wip j(m) ·

(
Mt

∑
i=1

ϑ

∑
n=0

h ji(n) · si(k− (m+n)) · exp( j2π
ξb

N
(k−m))

)
· exp(− j2π

ξ1

N
k)

+
Mr

∑
j=1

L

∑
m=0

wip j(m) ·η j(k−m) · exp(− j2π
ξ1

N
k)

This gets simplified to

yip(k) =
Mr

∑
j=1

 M

∑
x=1

ν

∑
t=0

(
L

∑
m=0

wip j(m) · exp(− j2π
ξ1

N
m) ·h jx(t−m)

)
· sx(k− t)︸ ︷︷ ︸
(desiredsignal)

+
Mt

∑
x=M+1

ν

∑
t=0

(
L

∑
m=0

wip j(m) · exp(− j2π
ξ2

N
m) ·h jx(t−m)

)
· sx(k− t) · exp( j2π

(ξ2−ξ1)

N
k)︸ ︷︷ ︸

(interferencesignal)


+

Mr

∑
j=1

L

∑
m=0

wip j(m) ·η j(k−m) · exp(− j2π
ξ1

N
k)︸ ︷︷ ︸

(Colorednoise)
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Thus the target channel response is given as

Mt

∑
i=1

Mr

∑
j=1

(
−→
wa

ip j ?
−→
h ji)

where

wa
ip j(k) =


wip j(k) · exp(− j2π

ξ1
N k) ∀i = 1 toM

wip j(k) · exp(− j2π
ξ2
N k) ∀i = M+1 toMt

3.4.3 Matrix Representation

The matrix representation of the new target channel impulse reponse would be

H ·Wip

where

H =



H11. ∈1 H21.∈1 · · · · · · HMr 1. ∈1

H12. ∈1 H22. ∈1 · · · · · · HMr 2. ∈1
...

...
...

...
...

H1M. ∈1 H2M. ∈1 · · · · · · HMrM. ∈1

H1(M+1). ∈2 H2(M+1). ∈2 · · · · · · HMr(M+1). ∈2
...

...
...

...
...

H1Mt . ∈2 H2Mt . ∈2 · · · · · · HMrMt . ∈2


Mt(L+ν+1)×Mr(L+1)
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Hji =



hji(0) 0 · · · · · · · · · 0

hji(1) hji(0) 0 · · · · · · 0
... hji(1) hji(0)

...
...

... . . . hji(0)

hji(ν)
... . . . hji(1)

0 hji(ν)
. . . ...

... 0
...

...
...

...

0 0 · · · · · · · · · hji(ν)


(L+ϑ+1)×(L+1)

∈1 =



1 0 · · · · · · 0

0 exp(− j2π
ξ1
N .1)

...
... . . . ...
... . . . ...

0 · · · · · · · · · exp(− j2π
ξ1
N .L)


(L+1)×(L+1)

∈2 =



1 0 · · · · · · 0

0 exp(− j2π
ξ2
N .1)

...
... . . . ...
... . . . ...

0 · · · · · · · · · exp(− j2π
ξ2
N .L)


(L+1)×(L+1)

Wip =



Wip1

Wip2
...
...

WipMr


Mr(L+1)×1

Wipj =



wipj(0)

wipj(1)
...
...
...

wipj(L)


(L+1)×1
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Now if we proceed in the same way as it was discussed in sec(3.3.3), we get

L >
Mt(ϑ +1)−LCP−Mr

Mr−Mt

Thus to compensate the frequency offset along with the removal of IOSI, IBI, CCI,

CAI, we need to choose

Mr > Mt (3.4.1)

Comparing eq.(3.3.3) and eq.(3.4.1), one can conclude that Channel-shortening method

can be used to eliminate IOSI, IBI, CCI, CAI, ICI (due to frequency offset) only if the

total number of active receive antennas (Mr)are chosen to be greater than total number

of active transmit antennas (Mt).

Table 3.4.1 gives the conditions for using Channel-Shortening method for different

cases of frequency offsets.

Frequency Offsets Condition
ξ1 = ξ2 = 0 Mr > Mt
ξ1 = ξ2 6= 0 Mr > Mt
ξ1 6= ξ2 6= 0 Mr > Mt

Table 3.4.1: Conditions to use Channel-Shortening method for different frequency off-
sets
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CHAPTER 4

PROPOSED METHOD

4.1 Introduction

The Proposed method employs widely-linear filtering alongside to Channel-Shortening

method. This additional concept provides an add-on advantage of diversity when com-

pared to Channel-Shortening alone.

To understand the proposed method, let us first discuss the concept of widely-linear

filtering.

4.2 Widely-Linear Filtering

Widely-Linear filtering is a new signal processing concept that is being widely used for

linear estimation of the signal and its complex conjugate. When the channel response is

complex, collecting the complex and complex-conjugate copies of the received signal

(alternately collecting the real and imaginary parts), creates two different copies of the

signal (See Figure 4.2.1). It was showed that the filtering of these two copies provides

an advantage only when the pseudo-covariance (defined as covariance between received

signal and its complex conjugate) is non-zero. Such processes with non-zero pseudo-

covariance are classified as improper (or) non-circular random processes ([6]).



Figure 4.2.1: Widely-Linear filtering adapted from [6]

Let y be a scalar random variable and x be a random vector, then

In linear estimation

y = hHx (4.2.1)

where h is a complex filter

H denotes conjugate transpose

In Widely Linear filtering,

yp = hHx+gHx? (4.2.2)

where g is a complex filter

x? denotes complex-conjugate of x

In eq.(4.2.1), y is a linear function of x, whereas in eq.(4.2.2), yp is not a linear function

of x. However the moment of order of yp is completely defined from the moments of

order of x and x?, which characterizes a form of linearity. Hence eq.(4.2.2) is called as

a wide-sense linear filter ([7]).

If the signal is assumed to be circular in nature, then the second term of eq.(4.2.2)

disappears in such a way that complex signals can be treated as if they were real. Hence
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this WL filtering concept appears to show advantages when the signals are non-circular

in nature( pseudo-covariance is non zero). However, there are some situations where

the concept proved to work good even for circular signals.

4.3 Proposed Method

The Proposed Method is a combination of Channel-Shortening method and widely lin-

ear filtering concept.

ProposedMethod = ChannelShorteningMethod+WidelyLinearFiltering

Using Widely-Linear filtering concept, this method provides a better advantage com-

pared to channel-shortening method.

An illustration is provided for better understanding.

4.3.1 Illustration

Consider a 2x1 (2 receive antennas and 1 transmit antenna) MIMO System.

Let ~x be the transmitted symbol from transmit antenna1

−→r1 be the received symbol at receive antenna1

−→r2 be the received symbol at receive antenna2
−→
h11 be the channel between transmit antenna1 and receive antenna1
−→
h21 be the channel between transmit antenna1 and receive antenna2

Now

−→r1 =
−→
h11 ?

−→x +
−→
η1

−→r2 =
−→
h21 ?

−→x +
−→
η2
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where ? denotes convolution operator
−→
η1 is the AWGN noise at receive antenna1
−→
η2 is the AWGN noise at receive antenna2

After passing through space-time equalizer, we get

−→y1 = −→w11 ?
−→r1 +

−→w12 ?
−→r2

=
(−→w11 ?

−→
h11 +

−→w12 ?
−→
h21

)
?−→x +

(−→w11 ?
−→
η1 +

−→w12 ?
−→
η2
)

(4.3.1)

Consider a 1x1 (1 receive antenna and 1 transmit antenna) MIMO System.

Let ~x be the transmitted symbol from transmit antenna1

−→r1 be the received symbol at receive antenna1
−→
h11 be the channel between transmit antenna1 and receive antenna1

Now

−→r1 =
−→
h11 ?

−→x +
−→
η1

After passing through space-time equalizer which uses the widely-linear filtering con-

cept, we get

−→y1 =−→w11 ?
−→r1 +

−→w12 ?
−→
r?1

where
−→
r?1 denotes the omplex conjugate of −→r1

=⇒−→y1 =
(−→w11 ?

−→
h11

)
?−→x +

(−→w12 ?
−→
h?11

)
?
−→
x? +

(−→w11 ?
−→
η1 +

−→w12 ?
−→
η
?
1

)
If −→x =

−→
x? ,the

=⇒−→y1 =
(−→w11 ?

−→
h11 +

−→w12 ?
−→
h?11

)
?−→x ++

(−→w11 ?
−→
η1 +

−→w12 ?
−→
η
?
1

)
(4.3.2)

Comparing eqs.(4.3.1) and (4.3.2), one can conclude that a 1x1 system using widely-

linear filtering concept can be made to act like a 2x1 system using traditional linear

filtering if −→x =
−→
x? i.e the transmitted symbols must be real.
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To make transmitted symbols real
(−→x =

−→
x?
)

In the transmitter side, we first do subcarrier mapping of the symbols onto the subcarri-

ers and then take IFFT of all the subcarriers.

The IFFT equation is given as

x(u) =
1
N

N−1

∑
i=0

ai exp( j
2π

N
· i ·u) (4.3.3)

=
1
N

(
a0 +a1 exp( j

2π

N
·1 ·u)+ · · · · · · · · ·+aN−1 exp( j

2π

N
· (N−1) ·u)

)

This can also be written as

x(u) =
1
N

(
a0 +a1 exp(− j

2π

N
· (N−1) ·u)+ · · · · · · · · ·+aN−1 exp(− j

2π

N
·1 ·u)

)
(4.3.4)

Taking conjugate of eq.(4.3.3), we get

x?(u) =
1
N

(
a?0 +a?1 exp(− j

2π

N
·1 ·u)+ · · · · · · · · ·+a?N−1 exp(− j

2π

N
· (N−1) ·u)

)
(4.3.5)

Comparing eqs. (4.3.4) and (4.3.5), one can conclude that x(u) = x?(u) if

a0 = a?0

a N
2

= a?N
2

am = a?n wherem+n = N

Subcarrier mapping

Let us assume that there are N subcarriers (−N
2 to N

2 −1) out of which there are M data

subcarriers. Take M
2 symbols (ai) and map them on the subcarriers ranging from

(−M
2

)
to (−1) and map the conjugate of these symbols in the reverse order from (1)to

(M
2

)
such that data on the mth sub-carrier is equal to conjugate of the data on nth sub-carrier

where m+ n = 0 is satisfied. This kind of subcarrier mapping makes the transmitted
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symbols real (see Figure 4.3.1). But bit rate gets reduced to half (as only half the

subcarriers carry useful data) compared to Channel-Shortening method.
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Figure 4.3.1: Sub-carrier mapping

4.3.2 Mathematical model

Consider a MIMO System where there are 2 base stations and one receiver (See Figure

4.3.2).

Figure 4.3.2: Interference model adapted from [2]

Let Mt be the total number of active transmit antennas(corresponding to 2 base

stations)

M be the number of antennas at the desired base station (Base station1)

Mr be the total number of active receive antennas at the receiver
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ϑ be the sampled channel impulse response order

L be the order of each filter of space-time equalizer

LCP be the cyclic prefix samples

N be the number of subcarriers

Consider a Mr×Mt MIMO-OFDM system

−→r j =
Mt

∑
i=1

(
−→
h ji ?
−→
Si )+

−→
η j (4.3.6)

where j runs from 1 to Mr

? denotes convolution operator
−→
h ji is the channel vector between ithtransmit antenna and jthreceiver an-

tenna
−→
h ji =

[
h ji(0)h ji(1)h ji(2) · · · · · · · · · · · · · · · h ji(ϑ)

]T
−→
Si is the transmitted OFDM symbol from ithtransmit antenna

−→
Si = [si(N−LCP)si(N−LCP +1) · · · · · ·si(N−1)si(0)si(1) · · · · · · · · · si(N−1)]T

−→r j is the received OFDM symbol at jthreceive antenna
−→
η j is the AWGN noise vector at jthreceive antenna

Now eq.(4.3.6) can be written as

r j(k) =
Mt

∑
i=1

ϑ

∑
n=0

h ji(n) · si(k−n)+η j(k) (4.3.7)

The received symbol at each antenna is passed through the space-time equalizer which

use widely-linear filtering and the outputs of the space-time equalizer are added.

As here there are Mt transmit antennas(transmitted symbols), hence there must be Mt

space-time equalizers and each equalizer must have Mr filters each of order L.
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After passing through the space-time equalizer, we get

−→yip =
Mr

∑
j=1

(−→wip j ?
−→r j )+

Mr

∑
j=1

(
−→
wp

ip j ?
−→
r?j )

where ip runs from 1 to M

−→wip j and
−→
wp

ip j are the filter at jth receive antenna for detecting symbol from

ip
th

transmit antenna

−→wip j =

[
wip j(0)wip j(1)wip j(2) · · · · · · · · · · · · · · · wip j(L)

]T

−→
wp

ip j =

[
wp

ip j(0)wp
ip j(1)wp

ip j(2) · · · · · · · · · · · · · · · w
p
ip j(L)

]T

−→yip is the output of space-time equalizer corresponding to ip
th

transmit an-

tenna

Now,

yip(k) =
Mr

∑
j=1

L

∑
m=0

wip j(m) · r j(k−m)+
Mr

∑
j=1

L

∑
m=0

wp
ip j(m) · r?j (k−m) (4.3.8)

=
Mr

∑
j=1

L

∑
m=0

wip j(m) ·

(
Mt

∑
i=1

ϑ

∑
n=0

h ji(n) · si(k− (m+n))+η j(k−m)

)

+
Mr

∑
j=1

L

∑
m=0

wp
ip j(m) ·

(
Mt

∑
i=1

ϑ

∑
n=0

h?ji(n) · s?i (k− (m+n))+η
?
j (k−m)

)

This can be written in simpler terms as

−→yip =
Mt

∑
i=1

Mr

∑
j=1

(
(−→wip j ?

−→
h ji)?

−→
Si +(

−→
wp

ip j ?
−→
h?ji)?

−→
S?i
)
+

Mr

∑
j=1

(−→wip j ?
−→
η j +

−→
wp

ip j ?
−→
η
?
j

)

Since
−→
Si =

−→
S?i , we get

−→yi =
Mt

∑
i=1

Mr

∑
j=1

(
(−→wip j ?

−→
h ji +

−→
wp

ip j ?
−→
h?ji)?

−→
Si

)
+

Mr

∑
j=1

(−→wip j ?
−→
η j +

−→
wp

ip j ?
−→
η
?
j

)
︸ ︷︷ ︸

(Colorednoise)

(4.3.9)
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Now the new target channel impulse response would be

Mt

∑
i=1

Mr

∑
j=1

(−→wip j ?
−→
h ji +

−→
wp

ip j ?
−→
h?ji) (4.3.10)

The same channel estimation scheme (sec.3.3.1) and the same objective function (sec.3.3.2)

are used here to determine channel taps and space-time equalizer coefficients resp.

4.3.3 Matrix Representation

Matrix Representation of eq.(3.2.4) (neglecting noise term) is

Yip = S ·H ·Wip

where

S =

[
S1

...S2
... · · · · · · · · · ...SMt

]
(N+LCP)×Mt(L+ν+1)

Si =



si(N−LCP) 0 · · · · · · · · · 0

si(N−LCP +1) si(N−LCP) 0 · · · · · · 0
... si(N−LCP +1)

...

si(N−1)
... . . . ...

si(0) si(N−1) . . .
... si(0)

. . .
...

... . . .

si(N−1) si(N−2) · · · · · ·


(N+LCP)×(L+ν+1)
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H =



H11 H?
11 H21 H?

21 · · · · · · HMr1 H?
Mr1

H12 H?
12 H22 H?

22 · · · · · · HMr2 H?
Mr 2

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

H1Mt H?
1M H2Mt H?

2Mt
· · · · · · HMrMt H?

Mr Mt


Mt(L+ν+1)×2Mr(L+1)

Hji =



hji(0) 0 · · · · · · · · · 0

hji(1) hji(0) 0 · · · · · · 0
... hji(1) hji(0)

...
...

... . . . hji(0)

hji(ν)
... . . . hji(1)

0 hji(ν)
. . . ...

... 0
...

...
...

...

0 0 · · · · · · · · · hji(ν)


(L+ϑ+1)×(L+1)

Wip =



Wip1

W p
ip1

Wip2

W p
ip2
...
...

WipMr

W p
ipMr


2Mr(L+1)×1

Wipj =



wipj(0)

wipj(1)
...
...
...

wipj(L)


(L+1)×1

Wp
ipj =



wp
ipj(0)

wp
ipj(1)
...
...
...

wp
ipj(L)


(L+1)×1

Now a window which can take only LCP rows of the matrix H is chosen such that energy

present within the window is maximum and the energy outside the window is minimum.

Let HLCP be the matrix which contains the significant LCP rows of the matrix H and Hint

be the matrix containing remaining rows of H.
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Now

H =


HLCP

· · · · · · · · ·

Hint


Size of HLCP is LCP×2Mr(L+1)

Size of Hint is (Mt(L+ν +1)−LCP)×2Mr(L+1)

Now to cancel IOSI, IBI, CCI, CAI we need

Hint �Wip = 0 (InterferenceCancellationcondition)

Thus Wipis a non-zero vector which must belong to the null space of matrix Hint⇒

dim(null(Hint))> 0

According to rank-nullity theorem,

dim(col(Hint))+dim(null(Hint)) = total number o f columnso f Hint (4.3.11)

As all the elements of Hintare independent to each other, hence

dim(col(Hint)) = rank(Hint) = Mt(L+ν +1)−LCP

Substituting in eq.(4.3.11), we get

(Mt(L+ν +1)−LCP)+dim(null(Hint)) = 2Mr(L+1)

⇒ dim(null(Hint)) = 2Mr(L+1)− (Mt(L+ν +1)−LCP) > 0

⇒ L >
Mt(ϑ +1)−LCP−2Mr

2Mr−Mt
(4.3.12)
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Thus to use proposed method, we need

2Mr > Mt

⇒ Mr >
Mt
2

(4.3.13)

Thus from eq.(4.3.13), one can conclude that the proposed method can be used to elim-

inate IOSI, IBI, CCI, CAI if the total number of active receive antennas (Mr)are atleast

equal to half the number of total active transmit antennas (Mt).

4.4 Frequency Offset Compensation

4.4.1 Mathematical model

OFDM systems are highly sensitive to the frequency offset. The frequency offset would

cause a loss in the orthogonality of the subcarriers thus leading to Inter Carrier Interfer-

ence (ICI).

Let B be the total channel bandwidth and N be the number of subcarriers then

subcarrier bandwidth is B
N

∇ f be the frequency offset then normalised frequency offset is given as

ξ = ∇ f
( B

N )

Here we assume that frequency offset exists between the local oscillators of the base

station and a receiver.

Now eq.(4.3.7) changes to

r j(k) =
Mt

∑
i=1

ϑ

∑
n=0

h ji(n) · si(k−n) · exp( j2π
ξb

N
k)+η j(k) , b = 1,2
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Hence to compensate frequency offset (assuming base station 1 is desired base station),

eq.(4.3.8) changes to

yip(k) =
Mr

∑
j=1

L

∑
m=0

wip j(m) · r j(k−m) · exp(− j2π
ξ1

N
k)

+
Mr

∑
j=1

L

∑
m=0

wp
ip j(m) · r?j (k−m) · exp( j2π

ξ1

N
k)

=
Mr

∑
j=1

L

∑
m=0

wip j(m) ·

(
Mt

∑
i=1

ϑ

∑
n=0

h ji(n) · si(k− (m+n)) · exp( j2π
ξb

N
(k−m))

)
· exp(− j2π

ξ1

N
k)

+
Mr

∑
j=1

L

∑
m=0

wip j(m) ·η j(k−m) · exp(− j2π
ξ1

N
k)

+
Mr

∑
j=1

L

∑
m=0

wp
ip j(m) ·

(
Mt

∑
i=1

ϑ

∑
n=0

h?ji(n) · s?i (k− (m+n)) · exp(− j2π
ξb

N
(k−m))

)
· exp( j2π

ξ1

N
k)

+
Mr

∑
j=1

L

∑
m=0

wp
ip j(m) ·η?

j (k−m) · exp( j2π
ξ1

N
k)

This gets simplified to

yip(k) =
Mr

∑
j=1

(
M

∑
x=1

ν

∑
t=0

(
L

∑
m=0

wip j(m) · exp(− j2π
ξ1

N
m) ·h jx(t−m)

+ wp
ip j(m) · exp( j2π

ξ1

N
m) ·h?jx(t−m)

)
· sx(k− t)︸ ︷︷ ︸
(desiredsignal)

+
Mt

∑
x=M+1

ν

∑
t=0

(
L

∑
m=0

wip j(m) · exp(− j2π
ξ2

N
m) ·h jx(t−m)

)
· sx(k− t) · exp( j2π

(ξ2−ξ1)

N
k)︸ ︷︷ ︸

(interferencesignal)

+
Mt

∑
x=M+1

ν

∑
t=0

(
L

∑
m=0

wp
ip j(m) · exp( j2π

ξ2

N
m) ·h?jx(t−m)

)
· sx(k− t) · exp( j2π

(ξ1−ξ2)

N
k)︸ ︷︷ ︸

(interferencesignal)


+

Mr

∑
j=1

L

∑
m=0

wip j(m) ·η j(k−m) · exp(− j2π
ξ1

N
k)+

Mr

∑
j=1

L

∑
m=0

wp
ip j(m) ·η?

j (k−m) · exp( j2π
ξ1

N
k)︸ ︷︷ ︸

(Colorednoise)

Let x = ∑
Mt
i=1 ∑

Mr
j=1(
−→
wa

ip j ?
−→
h ji) and y = ∑

Mt
i=1 ∑

Mr
j=1(
−→
wb

ip j ?
−→
h ji)

48



where

wa
ip j(k) =


wip j(k) · exp(− j2π

ξ1
N k) ∀i = 1 toM

wip j(k) · exp(− j2π
ξ2
N k) ∀i = M+1 toMt

wb
ip j(k) =


wp

ip j(k) · exp( j2π
ξ1
N k) ∀i = 1 toM

wp
ip j(k) · exp( j2π

ξ2
N k) ∀i = M+1 toMt

Thus the new target channel response would be


x+ y ∀i = 1 toM

x, y ∀i = M+1 toMt

4.4.2 Matrix Representation

The matrix representation of the new target channel impulse response would be

H ·Wip

where

H =



H11. ∈1 H?
11. ∈?1 · · · · · · HMr 1. ∈1 H?

Mr 1. ∈?1
H12. ∈1 H?

12. ∈?1 · · · · · · HMr 2. ∈1 H?
Mr 2. ∈?1

...
...

...
...

...
...

H1M. ∈1 H?
1M. ∈?1 · · · · · · H?

Mr M. ∈1 H?
Mr M. ∈?1

H1(M+1). ∈2 0 · · · · · · HMr(M+1). ∈2 0

0 H?
1(M+1). ∈

?
2 · · · · · · 0 H?

Mr(M+1). ∈
?
2

...
...

...
...

...
...

H1Mt . ∈2 0 · · · · · · HMr Mt . ∈2 0

0 H?
1Mt

. ∈?2 · · · · · · 0 H?
Mr Mt

. ∈?2


(2Mt−M)(L+ν+1)×2Mr(L+1)
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∈1 =



1 0 · · · · · · 0

0 exp(− j2π
ξ1
N .1)

...
... . . . ...
... . . . ...

0 · · · · · · · · · exp(− j2π
ξ1
N .L)


(L+1)×(L+1)

∈2 =



1 0 · · · · · · 0

0 exp(− j2π
ξ2
N .1)

...
... . . . ...
... . . . ...

0 · · · · · · · · · exp(− j2π
ξ2
N .L)


(L+1)×(L+1)

Wip =



Wip1

W p
ip1

Wip2

W p
ip2
...
...

WipMr

W p
ipMr


2Mr(L+1)×1

Wipj =



wipj(0)

wipj(1)
...
...
...

wipj(L)


(L+1)×1

Wp
ipj =



wp
ipj(0)

wp
ipj(1)
...
...
...

wp
ipj(L)


(L+1)×1

Now if we proceed in the same way as it was discussed in sec(4.3.3), we get

L >
(2Mt−M) · (ϑ +1)−LCP−2Mr

2Mr− (2Mt−M)
(4.4.1)

Thus to compensate the frequency offset along with the removal of IOSI, IBI, CCI,

CAI, we need to choose

2Mr > 2Mt−M

⇒ Mr > Mt−
M
2

(4.4.2)
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Thus from eq.(4.4.2), the proposed method can be used to eliminate IOSI, IBI, CCI,

CAI, ICI(due to frequency offset) only if the total number of active receive antennas

(Mr)are atleast equal to the total number of active transmit antennas (Mt)minus half the

number of total active antennas at the desired base station (M).

If all the antennas belong to the same base station (or) if the local oscillators of the two

base stations are synchronized in such a way that ξ1 = ξ2 then M = Mt and condition

changes to

Mr >
Mt
2

which is similar to the case when ξ1 = ξ2 = 0

Table 4.4.1 gives the conditions for using Proposed method for different cases of fre-

quency offsets.

Frequency Offsets Condition
ξ1 = ξ2 = 0 Mr >

Mt
2

ξ1 = ξ2 6= 0 Mr >
Mt
2

ξ1 6= ξ2 6= 0 Mr > Mt-M
2

Table 4.4.1: Conditions to use proposed method for different frequency offsets

Table 4.4.2 highlights the diversity advantage provided by the Proposed Method com-

pared to the Channel-Shortening method for different cases of frequency offsets.

Channel-shortening method Proposed method
ξ1 = ξ2 = 0 Mr > Mt Mr >

Mt
2

ξ1 = ξ2 6= 0 Mr > Mt Mr >
Mt
2

ξ1 6= ξ2 6= 0 Mr > Mt Mr > Mt− M
2

Table 4.4.2: Channel-shortening method vs Proposed method
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CHAPTER 5

SIMULATION RESULTS AND DISCUSSION

5.1 Simulation Environment

Table 5.1.1 provides specifications used for various simulation parameters.

Parameter Specification
Channel Bandwidth 5 MHz
Transmission Bandwidth 4.5 MHz
Number of total
Subcarriers

512

Number of Data
Subcarriers

300

Sub-Carrier Spacing 15 KHz
Sampling Frequency 7.68 MHz
Cyclic Prefix Duration 4.69µs (36 samples)
Frequency Domain
Equalization

MMSE

Channel RMS Delay
Spread

5.34µs (41 samples)

MIMO Systems 3×3,4×3

Modulation schemes used

4QAM
(Channel-Shortening
Method)
16QAM (Proposed
Method)

Table 5.1.1: Simulation Environment



All through the simulations, the channel is assumed to be block-wise time invariant.

Here, 2 blocks were transmitted from each antenna where each block will have 24

OFDM symbols+1 training OFDM symbol. The channel is estimated using Least

Squares method. No estimation was carried for Frequency offset. BER is calculated

by considering 500 independent channel realizations for each SNR.

Also we considered a scenario where 2 base stations are present out of which one is the

desired base station and the other is the interference base station. The desired base sta-

tion is having two transmit antennas and the undesired base station is having 1 transmit

antenna (total 3 transmit antennas). Simulations were done taking 3 receive anten-

nas in one case and 4 receive antennas in the other case. For each case, results were

shown for zero frequency offsets and also for different frequency offsets (also consid-

ering C
I = 0dB, 6dB). As the bit rate gets reduced to half in the Proposed method,

we used different modulation schemes i.e 4QAM for Channel-Shortening (CS) Method

and 16QAM for Proposed method. In this way, same bit rate is maintained in both the

methods.

5.2 Simulation Results

Figures 5.2.1-5.2.2 show the performance of a 3×3 MIMO system with both the meth-

ods under similar environments.

From these figures, one can understand the diversity improvement provided by the Pro-

posed method compared to Channel-Shortening method.

As Mr = Mt , Channel-Shortening method fails whereas Proposed method works if

space-time equalizer order is chosen as follows

L >
Mt (ν +1)−LCP−2Mr

2Mr−Mt

⇒ L > 27
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Figure 5.2.1: BER curve for a 3×3 MIMO for different values of equalizer orders for
C
I = 0dB and ξ1 = ξ2 = 0 using Channel-Shortening Method

Figure 5.2.2: BER curve for a 3×3 MIMO for different values of equalizer orders for
C
I = 0dB and ξ1 = ξ2 = 0 using Proposed Method

54



Case (i): ξ1 = ξ2 = 0

(a) C
I = 0dB (b) C

I = 6dB

Figure 5.2.3: L = 30,ξ1 = ξ2 = 0. Figure compares the Performance of a 3×3 MIMO
system using both the methods for two cases of C

I = 0dB and C
I = 6dB

(a) C
I = 0dB (b) C

I = 6dB

Figure 5.2.4: L = 85,ξ1 = ξ2 = 0. Figure compares the Performance of a 4×3 MIMO
system using both the methods for two cases of C

I = 0dB and C
I = 6dB
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Case (ii): ξ1 = ξ2 6= 0

(a) C
I = 0dB (b) C

I = 6dB

Figure 5.2.5: L = 30,ξ1 = ξ2 = 0.0133. Figure compares the Performance of a 3× 3
MIMO system using both the methods for two cases of C

I = 0dB and C
I = 6dB

(a) C
I = 0dB (b) C

I = 6dB

Figure 5.2.6: L = 85,ξ1 = ξ2 = 0.0133. Figure compares the Performance of a 4× 3
MIMO system using both the methods for two cases of C

I = 0dB and C
I = 6dB
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Case (iii): ξ1 6= ξ2 6= 0

(a) C
I = 0dB (b) C

I = 6dB

Figure 5.2.7: L = 65,ξ1 =−0.0133 ; ξ2 = 0.0133. Figure compares the Performance
of a 3×3 MIMO system using both the methods for two cases of C

I = 0dB and C
I = 6dB

(a) C
I = 0dB (b) C

I = 6dB

Figure 5.2.8: L = 85,ξ1 =−0.0133 ; ξ2 = 0.0133. Figure compares the Performance
of a 4×3 MIMO system using both the methods for two cases of C

I = 0dB and C
I = 6dB

Figures 5.2.3-5.2.4 compare the performance of the 3× 3 and 4× 3 MIMO systems

using both the methods for different cases of C
I = 0dB and C

I = 6dB. One can notice a
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slightly higher BER for C
I = 0dB compared to C

I = 6dB because of higher CCI. Also

there is no frequency offset between each base station and receiver thus ignoring ICI

problem. For this case, the Proposed method is providing a diversity improvement by

a factor of 2 compared to CS method thus making the receiver to use lesser number

of antennas. Hence when total transmit antennas are 3, CS method requires atleast

4 receive antennas whereas Proposed method requires a minimum of only 2 receive

antennas to eliminate the problems caused due to all kinds of interferences.

Figures 5.2.5-5.2.6 compares the performance of the 3×3 and 4×3 MIMO systems us-

ing both the methods for non-zero equal frequency offsets thus considering ICI problem

too. For this case also, the Proposed method would be providing a diversity improve-

ment by a factor of 2 compared to CS method thus making the receiver to have less

number of antennas. For this case, when the total transmit antennas are 3, CS method

requires atleast 4 receive antennas whereas Proposed method requires a minimum of

only 2 receive antennas to eliminate all interference problems (including ICI).

Figures 5.2.7-5.2.8 compares the performance of the 3× 3 and 4× 3 MIMO systems

using both the methods for non-zero unequal frequency offsets (introduces ICI). In this

case, diversity improvement would be provided by Proposed method, but less than 2

and greater than 1, compared to CS method thus making the receiver again to have less

number of antennas. Here, when the total transmit antennas are 3, CS method requires

atleast 4 receive antennas whereas Proposed method requires a minimum of only 3

receive antennas to eliminate all interference problems (including ICI).

Hence, in simple words

• For zero frequency offsets, a 3×3 MIMO using Proposed Method is equiva-
lent to 6×3 MIMO using Channel-Shortening method.

• For non-zero equal frequency offsets, a 3×3 MIMO using Proposed Method
is equivalent to 6×3 MIMO using Channel-Shortening method.

• For non-zero unequal frequency offsets, a 3× 3 MIMO using Proposed
Method is equivalent to 6×4 MIMO using Channel-Shortening method.
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KALMAN FILTER FOR SUN

POSITION ESTIMATION



CHAPTER 6

SUN SENSORS AND

KALMAN FILTERING ALGORITHM

6.1 Introduction

A normal sized satellite usually weighs more than 500kg, is a few metres long and cost

more than 1million Euro to build and launch. However, the smaller satellites: Micro,

Nano and Pico (Pico Satellites (see Figure 6.1.1) are about the size of an Hungarian

Cube: 10×10×10 cm and weight less then 1kg) are cheaper to construct and launch,

and can do several specific tasks even better than large satellites. Because of their small

size, all onboard components are energy thrifty, and their entire surface is used to collect

energy from the sun using solar panels.

As of today, there is an increase in the number of Micro, Nano and Pico satellites,

launched by many countries from Europe to the United States. These tiny satellites test

some breakthrough technologies. This is mainly because the smaller price-to-pay in

case of failure. We will also see more satellites flying as a cluster. The reason for that

is that a cluster of small satellites is cheaper to construct and maintain and can perform

more complex jobs than the single unit.



Figure 6.1.1: Image of a Pico Satellite adapted from [11]

6.2 Position Sensitive Device

One of the options for a sun sensor is to use a position sensitive device (PSD). A Position

Sensitive Device and/or Position Sensitive Detector (PSD) is an optical position sensor

(OPS), that can measure a position of a light spot in one or two-dimensions on a sensor

surface. A PSD has a single large active area, typically around 1 square centimetre. The

PSD works much the same as a typical photodiode. In a photodiode, there is a single

PN junction. The diode is reverse-biased and therefore no current flows. When photons

of sufficient energy strikes the diode, they excite electrons, causing mobile electrons

and holes. This creates a current which is linearly proportional to the illumination

of the sensor. A PSD also has a single PN junction. When photons hit the top of the

sensor(the p-doped silicon) they cause current to flow. There are four electrodes, two on

the x-axis, and two on the y-axis. The current at each of the four electrodes is inversely

proportional to the distance from the electrode to the centroid of the light incident upon

the sensor. The position of the incident light can be accurately determined using the

relative strengths of the currents of each of the four electrodes.

We chose to use a PSD for a number of reasons. Because of the nature of the sensor, no

centroiding algorithm is necessary. The analog readings from the sensor are already the

centroid of the incident light. This will save computing time on a spacecraft.
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6.2.1 Basic Principle

A PSD basically consists of a uniform resistive layer formed on one or both surfaces

of a high-resistivity semi-conductor substrate, and a pair of electrodes formed on both

ends of the resistive layer for extracting position signals. The active area, which is

also a resistive layer, has a PN junction that generates photocurrent by means of the

photovoltaic effect.

Figure 6.2.1: PSD Sectional view adapted from [16]

Figure 6.2.1 shows a sectional view of a PSD using a simple illustration to explain

the operating principle. The PSD has a P-type resistive layer formed on an N-type

high-resistive silicon substrate. This P-layer serves as an active area for photoelectric

conversion and a pair of output electrodes are formed on the both ends of the P-layer.

On the backside of the silicon substrate is an N-layer to which a common electrode is

connected. Basically, this is the same structure as that of PIN photodiodes except for

the P-type resistive layer on the surface.

When a spot light strikes the PSD, an electric charge proportional to the light intensity

is generated at the incident position. This electric charge is driven through the resistive

layer and collected by the output electrodes X1 and X2 as photocurrents, while being
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divided in inverse proportion to the distance between the incident position and each

electrode.

The relation between the incident light position and the photocurrents from the output

electrodes X1, X2 is given by the following formulae:

• When the centre point of PSD is set at the origin

IX1 =
LX
2 −XA

LX
× I0 ; IX2 =

LX
2 +XA

LX
× I0

⇒ IX2− IX1

IX2 + IX1

=
2XA

LX
⇒ IX1

IX2

=
LX −2XA

LX +2XA

• When the end of the PSD is set at the origin

IX1 =
LX −XB

LX
× I0 ; IX2 =

XB

LX
× I0

⇒ IX2− IX1

IX2 + IX1

=
2XB−LX

LX
⇒ IX1

IX2

=
LX −XB

XB

where I0 is the total photocurrent (IX1 + IX2)
IX1 is the output current from electrode X1
IX2 is the output current from electrode X2
LX is the resistance length ( length of the active area)
XA is the distance from the electric centre of the PSD to light input position
XB is the distance from the electrode X1 of the PSD to light input position

By finding the difference or ratio of IX1 to IX2 , the light input position can be obtained by

the formulae irrespective of the incident light intensity level and its changes. The light

input position obtained here corresponds to the centre-of-gravity of the light beam.
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6.2.2 Types of PSD

The two types of PSD’s are:

1. One-Dimensional PSD

Figure 6.2.2 shows the equivalent circuit and structure chart of the One-Dimensional

PSD.

Figure 6.2.2: Structure chart, Equivalent circuit adapted from [16]

IX2− IX1

IX2 + IX1

=
2x
LX

In the above formula, IX1 and IX2 are the output currents obtained from the elec-

trodes as shown in Figure 6.2.3.

Figure 6.2.3: Active Area Chart adapted from [16]
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2. Two-Dimensional PSD

They are grouped by structure into duo-lateral and tetra-lateral types. Among

the tetra-lateral type PSD’s, a pin-cushion type with an improved active area and

electrodes is also provided. The position conversion formulae slightly differ ac-

cording to the PSD structure. Two-dimensional PSD’s have two pairs of output

electrodes X1, X2 and Y1, Y2.

(a) Duo-lateral Type PSD

On the duo-lateral type, the N-layer is processed to form a resistive layer,

and two pairs of electrodes are formed on both surfaces as X and Y elec-

trodes are arranged at right angles. The X position signals are extracted

from the X electrodes on the upper surface, while the Y position signals are

extracted from the Y electrodes on the bottom surface. As shown in Figure

6.2.4, a photocurrent with a polarity opposite that of the other surface is on

each surface, to produce signal currents twice as large as the tetra-lateral

type and achieve a higher position resolution. In addition, when compared

to the tetra-lateral type, the duo-lateral type offers excellent position detec-

tion characteristics because the electrodes are not in close proximity.

Figure 6.2.4: Structure chart, Equivalent circuit adapted from [16]
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The light input positions can be calculated from following formulae:

IX2− IX1

IX2 + IX1

=
2x
LX

IY2− IY1

IY2 + IY1

=
2y
LY

In the above formula, IX1, IX2 and IY1, IY2 are the output currents obtained

from the electrodes as shown in Figure 6.2.5.

Figure 6.2.5: Active Area Chart adapted from [16]

(b) Tetra-lateral type PSD

The tetra-lateral type has 4 electrodes on the upper surface, formed along

each of the four edges (see Figure 6.2.6). Photocurrent is divided into 4

parts through the same resistive layer and extracted as position signals from

the 4 electrodes. Compared to the duo-lateral type, interaction between the

electrodes tends to occur near the corners of the active area, making position

distortion larger. But the advantages of tetra-lateral type are easy-to-apply

reverse bias voltage, small dark current and high-speed response.
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Figure 6.2.6: Structure chart, Equivalent Circuit adapted from [16]

The light input position for the tetra-lateral type shown in Figure 6.2.7 is

given by following conversion formulae, which are same as for the duo-

lateral type.

Figure 6.2.7: Active Area Chart adapted from [16]

(c) Pin-cushion Type (Improved Tetra-Lateral Type) PSD

This is a variant of the tetra-lateral type PSD with an improved active area

and reduced interaction between electrodes (see Figure 6.2.8). In addition

to the advantages of small dark current, high-speed response and easy ap-

plication of reverse bias that the tetra-lateral type offers, the circumference

distortion has been greatly reduced.
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Figure 6.2.8: Structure chart, Equivalent circuit adapted from [16]

The light input position of the pin-cushion type shown in Figure 6.2.9 is

given by following conversion formulae, which are different from those for

the duo-lateral and tetra-lateral types.

(IX2 + IY1)− (IX1 + IY2)

IX1 + IX2 + IY1 + IY2

=
2X
LX

(IX2 + IY2)− (IX1 + IY1)

IX1 + IX2 + IY1 + IY2

=
2Y
LY

Figure 6.2.9: Active Area Chart adapted from [16]
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6.3 Kalman Filter

6.3.1 Introduction

Rudolf Emil Kalman was born in Budapest, Hungary, on May 19, 1930. He had the idea

of the Kalman filter for the first time in the year 1958. In 1960 and 1961, he published

his papers on the Kalman filter and therewith he revolutionized the field of estimation

([15]).

Theoretically the Kalman Filter is an estimator for what is called the linear-quadratic

problem, which is the problem of estimating the instantaneous “state” of a linear dy-

namic system perturbed by white noise-by using measurements linearly related to the

state but corrupted by white noise. The resulting estimator is statistically optimal with

respect to any quadratic function of estimation error.

Practically, it is certainly one of the greatest discoveries in the history of statistical

estimation theory and possibly the greatest discovery in the twentieth century. It has

enabled humankind to do many things that could not have been done without it, and

it has become as indispensable as silicon in the makeup of many electronic systems.

Its most immediate applications have been for the control of complex dynamic systems

such as continuous manufacturing processes, aircraft, ships, or spacecraft. To control a

dynamic system, we must first know what it is doing. For these applications, it is not

always possible or desirable to measure every variable that we want to control, and the

Kalman filter provides a means for inferring the missing information from indirect (and

noisy) measurements. The Kalman filter is also used for predicting the likely future

courses of dynamic systems that people are not likely to control, such as the flow of

rivers during flood, the trajectories of celestial bodies, etc ([14]).
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6.3.2 Mathematical Foundation

Figure 6.3.1 depicts the essential subjects forming the foundations for Kalman filtering

theory. Although this shows Kalman filtering as the apex of a pyramid, it is itself

but part of the foundations of another discipline-”modern” control theory-and a proper

subset of statistical decision theory.

Figure 6.3.1: Foundations of Kalman Filtering adapted from [14]

6.3.3 Algorithm

The Kalman filter addresses the general problem of trying to estimate the state x ∈ Rn

of a discrete-time controlled process that is governed by the linear stochastic difference

equation ([13])

xk = Axk−1 +Buk−1 +wk−1

with a measurement z ∈ Rm i.e

zk = Hxk +νk

The random variables w and ν represent the process and measurement noise (respec-

tively). They are assumed to be independent (of each other), white, and with normal

probability distributions
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p(w) ∼ N(0,Q)

p(ν) ∼ N(0,R)

In practice, the process noise covariance and measurement noise covariance matrices

might change with each time step or measurement, however here we assume they are

constant. The n×n matrix A relates the state at the previous time step k−1 to the state

at the current step k, in the absence of either a driving function or process noise. Note

that in practice A might change with each time step, but here we assume it is constant.

The n× l matrix B relates the optional control input u ∈ Rl to the state x . The m× n

matrix H relates the state to the measurement zk . In practice H might change with each

time step or measurement, but here we assume it is constant.

We define x̂−k as the apriori state estimation, computed from the previous state estima-

tion x̂k−1. The aposteriori state estimation x̂k corrected based on the measurement zk.

We define the apriori and aposteriori estimate errors as

e−k ≡ xk− x̂−k

ek ≡ xk− x̂k

and their covariance

P−k ≡ E
[
e−k e−T

k

]
Pk ≡ E

[
ekeT

k
]

Time update and Measurement update equations

The Kalman filter estimates a process by using a form of feedback control: the filter

estimates the process state at some time and collects feedback in the form of measure-

ments. As such, the equations for the Kalman filter fall into two groups: time update

equations and measurements update equations.
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Figure 6.3.2 shows the cycle a kalman filter follows

Figure 6.3.2: Kalman Filter Cycle adapted from [13]

The apriori state estimate and covariance is obtained by the time update equations as

x̂−k = Ax̂k−1 +Buk

P−k = APk−1AT +Q

The aposteriori state estimate and covariance is provided by the measurement update

equations as

Kk = P−k HT (HP−k HT +R
)−1

x̂k = x̂−k +Kk
(
zk−Hx̂−k

)
Pk = (I−KH)P−k

The first task during the measurement update is to compute the Kalman gain, Kk. The

next step is to actually measure the process to obtain zk and then to generate an apos-

teriori state estimate by incorporating the measurement. The final step is to obtain an

aposteriori error covariance estimate Pk.
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CHAPTER 7

APPLICATION OF KALMAN FILTERING

The sun sensor is designed to determine the position of the sun in sensor elevation

and azimuth coordinates. It consists of a lateral effects sensor (LES) located at the

focal plane of the system of lenses that capture the incoming sun light rays. The LES

functions as a two-dimensional photo diode designed to locate the position of focused

light on the detector surface. The position of the focused light is a function of the

elevation and the azimuth angles of the sun. The distances of the focused light from the

four corners of the LES are measured, and the position coordinates of the focused light

in the LES reference frame is computed. The elevation and azimuth angles of the sun

can be computed by following formulae (see Figure 7.0.3):

Azimuthangle,φ = arctan(
y
x
)

Elevationangle,θ = arctan(

√
x2 + y2

h
)

The issue to be considered while determining x and y position coordinates is that the

relation between the x-y position coordinates of the focused light and the measured

distances is non-linear. To overcome the problem of nonlinearity, intermediate mea-

surements, termed pseudo-measurements, are generated. The pseudo-measurements

are some nonlinear function of the measured distances from the focused light where the



Figure 7.0.3: Angle measurement in PSD adapted from [5]

nonlinear function is chosen such that the relation governing the position coordinates

and the pseudo-measurements is linear.

7.1 Pseudo-Measurements

Sometimes, the measurements taken might not be linearly or directly related to the x-

y position coordinates. Kalman filtering can be used only if the relation is linear in

nature. To overcome the problem of nonlinearity, intermediate measurements, termed

pseudo-measurements, are generated. The pseudo-measurements are some function of

the actual measurements such that the relation governing the position coordinates and

the pseudo-measurements is linear ([4]).

7.1.1 Tetra-lateral type sun sensor

The current equations for this type of sensor are:

IX2− IX1

IX2 + IX1

=
2xR

LX

IY2− IY1

IY2 + IY1

=
2yR

LY
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Assumptions

• Total current is constant

IX1 + IX2 + IY1 + IY2 = Itot = constant

• Also

IX1 + IX2 = k · Itot ; IY1 + IY2 = (1− k) · Itot where0 < k < 1

Here the actual measurements would be IX1 , IX2 , IY1 , IY2 . But the pseudo-measurements

which we would use are

y1 = IX2− IX1 =
2k · Itot

Lx
· xR

y2 = IY2− IY1 =
2(1− k) · Itot

Ly
· yR

Thus the pseudo-measurement vector is given as

y =

y1

y2

=

2k·Itot
Lx

0

0 2(1−k)·Itot
Ly


xR

yR


⇒ y = Gp

where

G =

2k·Itot
Lx

0

0 2(1−k)·Itot
Ly

 ; p =

xR

yR



7.1.2 Pin-cushion type sun sensor

The current equations for this type of sun sensor are:

(IX2 + IY1)− (IX1 + IY2)

IX1 + IX2 + IY1 + IY2

=
2xR

LX

(IX2 + IY2)− (IX1 + IY1)

IX1 + IX2 + IY1 + IY2

=
2yR

LY
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Assumption

• Total current is constant

IX1 + IX2 + IY1 + IY2 = Itot = constant

Here the actual measurements would be IX1 , IX2 , IY1 , IY2 . But the pseudo measurements

which we would use are

y1 = (IX2 + IY1)− (IX1 + IY2) =
2Itot

Lx
· xR

y2 = (IX2 + IY2)− (IX1 + IY1) =
2Itot

Ly
· yR

Thus the pseudo-measurement vector is given as

y =

y1

y2

=

2Itot
Lx

0

0 2Itot
Ly


xR

yR


⇒ y = Gp

where

G =

2Itot
Lx

0

0 2Itot
Ly

 ; p =

xR

yR



7.2 State Space Model

The actual pseudo-measurement ’y’ will be subject to errors. The discrepancy between

the true and the actual pseudo-measurement is due to the atmospheric conditions such

as moving clouds and other measurement errors.Thus

y = Gp+ν
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where ν is the error

ν =

v1

v2



7.2.1 Model for the evolution of the Sun Position

The state-space model governing the evolution of the sun position takes the following

form ([4]):

x(k+1) = Ax(k)+Bw(k)

p(k) = Cx(k)

where x is the state

w is the zero-mean white noise process.

If the sun position remains essentially constant over the interval of observation, then

the state x = p and A = I implies that the state—namely, the position of the focused

light p —is essentially constant (mean of x is constant). If, however, the time interval

of measurement is large, the sun position, and hence p, will vary; the state x in general

will include not only the position p but also its derivatives, p(i), i = 1,2, . . . . . . where

p(i) is the ith derivative of p. Assuming a parabolic approximation to the trajectory, the

state x will include the position p and the first and second derivatives of p. The state x

and the matrices A and B take the form

x =



xR

ẋR

ẍR

yR

ẏR

ÿR


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A =



1 1 1 0 0 0

0 1 1 0 0 0

0 0 1 0 0 0

0 0 0 1 1 1

0 0 0 0 1 1

0 0 0 0 0 1


B =



0.1667 0

0.5 0

1 0

0 0.1667

0 0.5

0 1


C =

1 0 0 0 0 0

0 0 0 1 0 0



If the plant noise w is absent i.e if w = 0 then the above equation implies merely that

the position and the state are deterministic.

The state space model relating the pseudo-measurement y and the state x may be derived

from the above by merely including the measurement noise as follows:

x(k+1) = Ax(k)+Bw(k)

y(k) = Hx(k)+ϑ(k)

where ϑ is the measurement error which is considered as a random noise and

H = GC

This model when passed through the 5 stages of the iterative Kalman filter algorithm

would yield the robust estimate of the position coordinates of the sun.

7.3 Estimation using Algebraic Model

The position estimate of the sun p = [xR yR]
T can also be obtained by solving the

linear least squares problem ([4]).

The optimal estimate p̂ = [x̂R ŷR]
T is determined from

min
p̂

{
(y−Gp̂)T (y−Gp̂)

}
78



Solving this, we get

p̂ = G†y

where G† is the pseudo-inverse of G given by

G† =
(
GT G

)−1
GT

As the matrix G we got for both sun sensors is an invertible square matrix of the forma 0

0 b

, hence

G† = G−1 =

1
a 0

0 1
b


Thus the position coordinates we would get using this algebraic method is given by

p̂ =

x̂R

ŷR

=

y1
a

y2
b


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CHAPTER 8

SIMULATION RESULTS AND DISCUSSION

8.1 Simulation Environment

Table 8.1.1 explains the simulation environment under which simulations were carried

out.

Parameter Specification

Sun Sensors
Tetra-lateral type
Pin-cushion type

Sampling Time 0.1sec
Total duration of
run

100 sec

Plant noise
standard
deviation

0.05

Measurement
noise standard
deviation

3

Distance between
two electrodes,
Lx = Ly = L

10 mm

Total Current, Itot 200 µA

Table 8.1.1: Simulation Parameters



8.2 Simulation Results

8.2.1 Pin-cushion type sun sensor

Figure 8.2.1 gives a basic view of a pin-cushion type sun sensor.

Figure 8.2.1: View of pin-cushion type sun sensor

Here currents Ia, Ib, Ic, Id correspond to the four currents from four corners of the pin

cushion type sun sensor. They satisfy the following current equations

(Ic + Ib)− (Ia + Id)

Ia + Ib + Ic + Id
=

2xR

L
(Ic + Id)− (Ia + Ib)

Ia + Ib + Ic + Id
=

2yR

L

Figure 8.2.2 shows the estimated x and y positions of the sun using Kalman Filter and

Algebraic method. The true values of x and y were also shown.

The actual x and y positions are

x =−1.25 mm y = 2.25 mm
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(a) X-position estimation (b) Y-position estimation

Figure 8.2.2: Ia = 30µA, Ib = 25µA, Ic = 50µA, Id = 95µA. Figure shows the true
values, kalman filter estimates and algebraic method estimates of the x and y position

(a) Errors in Kalman Filtering (b) Errors in Algebraic method

Figure 8.2.3: Ia = 30µA, Ib = 25µA, Ic = 50µA, Id = 95µA. Figure shows the errors
in x and y positions in kalman filtering and algebraic method

From the Figure 8.2.3, the following conclusion can be made

• Standard deviations of the position coordinates using Kalman filter are

σx = 0.020mm σy = 0.018mm

• Standard deviation of the position coordinates using Algebraic method are

σx = 0.049mm σy = 0.048mm

82



8.2.2 Tetra-lateral type sun sensor

Figure 8.2.4 gives a basic view of a tetra-lateral type sun sensor

Figure 8.2.4: View of Tetra-lateral type sun sensor

Here currents Ia, Ib, Ic, Id correspond to the four currents from four corners of the tetra-

lateral type sun sensor. They satisfy the following current equations

Ic− Ia

Ia + Ic
=

2xR

L
Id− Ib

Ib + Id
=

2yR

L

Figure 8.2.5 shows the estimated x and y positions of the sun using Kalman Filter and

Algebraic method. The true values of x and y were also shown.

The actual x and y positions are

x = 2 mm y = 2.5 mm
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(a) X-position estimation (b) Y-position estimation

Figure 8.2.5: Ia = 30µA, Ib = 25µA, Ic = 70µA, Id = 75µA. Figure shows the true
values, kalman filter estimates and algebraic method estimates of the x and y position

(a) Errors in Kalman Filtering (b) Errors in Algebraic method

Figure 8.2.6: Ia = 30µA, Ib = 25µA, Ic = 70µA, Id = 75µA. Figure shows the errors
in x and y positions in kalman filtering and algebraic method

From the Figure 8.2.6, the following conclusion can be made

• Standard deviations of the position coordinates using Kalman filter are

σx = 0.023mm σy = 0.023mm

• Standard deviation of the position coordinates using Algebraic method are

σx = 0.072mm σy = 0.073mm
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CHAPTER 9

CONCLUSIONS AND FUTURE SCOPE

9.1 Receiver Algorithm

9.1.1 Conclusion

Performance of a LTE system is often limited by the presence of various sources of

interference, hence leading to IOSI, IBI, CAI, CCI. In addition, OFDM, a multi-carrier

modulation technique with great promise to cater next millennia data needs and a poten-

tial candidate in the evolution of 4G technology, is highly sensitive to frequency offset

(ICI). Discrepancy in percentage of carrier frequency offset, however minor it might

be, leads to significant degradation in SNR, thereby resulting in reduced system per-

formance. To compensate all such effects, Robert Heath proposed Channel-Shortening

technique. This solution makes use of space-time equalizer, but is limited by a con-

straint that total active receive antennas should be greater than total active transmit

antennas.

Practically, implementing large number of receive antennas at the mobile terminal is

not realistic. Hence a technique is proposed in this project that furnishes all the merits

offered by Channel-Shortening method and without limitation on number of receive an-

tennas. This method is simulated and tested for different cases. A parameter ’Diversity’

is used to contrast the two techniques under contention.



Results hence obtained are depicted below.

In the absence of frequency offset, the Proposed method is observed to provide diversity

improvement by a factor of 2 (approximately). Same has been concluded for equal

frequency offset (between all base station-receiver pairs). However, in the presence of

unequal frequency offsets, diversity improvement was found to be atmost 2 but atleast

greater than 1. Therefore, the worst case scenario would be equal transmit and receive

antennas for the Proposed method. Hence, even the worst case scenario of Proposed

method offers better performance than Channel-Shortening method, in its best scenario.

Cherry in the Cake is that bit rate was not sacrificed in due process.

9.1.2 Future Scope

This project can be extended in following areas:

1. It is observed from the simulations that BER of the Proposed method is rela-
tively higher than the non-compensated case till a specific SNR value, called the
’cross-over’ point. Beyond this point, Proposed method proves to be more bene-
ficial in regards to BER, however at the cost of increased complexity. Therefore,
in the future prospects, one can aim at designing a hybrid scheme, which uses
the conventional non-compensated technique till the cross-over and then switch
to the proposed method thereafter. This system is expected to show improved
performance with reduced complexity, atleast till the cross-over.

2. Further, this project was limited to studying application of proposed method to
downlink scenario alone. Hence, it can be extended to LTE Uplink (SC-FDMA)
systems also.

3. Also, Coded performance will be better than the uncoded ones. Hence one can
extend this project for coded case and credibility of the proposed method can be
tested in this picture as well.
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9.2 Kalman Filter Algorithm

9.2.1 Conclusion

In this project, the Kalman filtering algorithm was simulated and applied to the unfil-

tered output of 2 types of sun sensors namely Tetra-lateral and Pin-cushion type. Robust

position estimate of the sun was hence determined. Simulations prove that the estimated

position is appropriate even in the presence of multiple noise sources that corrupt the

sensor measurements. The results are compared with algebraic method to show the

superiority of Kalman Filtering.

A major noise source that adversely affect the sensor measurements is Earth’s Albedo

flux. However, by designing the Field of View (FOV) of the sun sensor to be within

some predetermined limits, the discrepancies introduced by Albedo flux become trivial

([12]). This assumption has been considered while developing the algorithm in the

present project.

Table 9.2.1 presents a comparative study between Kalman filter and Algebraic method

in terms of maximum deviation in output data.

Pin Cushion Tetra Lateral
X Y X Y

Kalman filter 0.020mm 0.018mm 0.023mm 0.023mm
Algebraic method 0.049mm 0.048mm 0.072mm 0.073mm

Table 9.2.1: Comparison of the standard deviation of both methods

From the above results, it is evident that standard deviations of Kalman filter are less

than half that are exhibited by the conventional algebraic method. Therefore, it provides

extraordinary filtering when compared to other filters and hence, gives most appropriate

estimate of sun’s position even in the presence of corrupted output from sun sensors.
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9.2.2 Future Scope

While designing the algorithm for Kalman filter it is assumed that the effect of Albedo

flux is negligible once FOV is restricted to a specific range. Being a major source of

noise that taints position estimate of the sun, it becomes important to study the limitation

of such an assumption. However, scenario when this assumption fails is not ventured in

this project. Hence, as a future prospect, one can study the behaviour of Kalman filter

in the presence of significant Earth’s Albedo Flux.
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