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ABSTRACT

KEYWORDS: LDPC, OFDM, Encoder, FPGA implementation

In this era of wireless technologies, OFDM is finding use in many applications such

as 4G mobile communications, digital television, audio broadcasting and wireless net-

works. In OFDM applications that require reliable and highly efficient information

transfer - LDPC, a linear error correcting code is gaining popularity.

In this project LDPC encoder to be used for OFDM troposcatterer modem has been

developed. The LDPC encoder offers flexibility to choose the code rate, message size

and Base matrix. This has been developed along with its peripheral buffers as a separate

module to facilitate replacing it with Turbo or other parity check codes if need be.
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CHAPTER 1

Introduction

1.1 Wireless Communication Systems

The quest for making life comfortable has been instrumental in advancing human civi-

lization. Communication services available at any time and place free people from the

limitation of being attached to fixed devices.The world’s first wireless telephone con-

versation occurred in 1880, when Alexander Graham Bell and Charles Sumner Tainter

invented and patented the photophone, a telephone that conducted audio conversations

wirelessly over modulated light beams (which are narrow projections of electromag-

netic waves).

In that distant era, when utilities did not yet exist to provide electricity and lasers

had not even been imagined in science fiction, there were no practical applications

for their invention, which was highly limited by the availability of both sunlight and

good weather. Since then wireless communication has taken huge strides in terms of

technology and connectivity. Affordable wireless communication has now become a

reality. At the end of 2012, there were 6.8 billion mobile subscriptions (1).

1.2 Digital Broadcasting systems

Digital audio and video broadcasting offers consumers high resolution and better qual-

ity programs. The inauguration of AM broadcast radio(as opposed to point-to-point

communication) can be traced back to the early 1900s began when Canadian experi-

menter Reginald Fessenden, conducted the first experimental broadcast this and was

used for small-scale voice and music broadcasts in the early years of its usage. AM

was the dominant method of broadcasting during the first eighty years of the 20th cen-

tury and is still used in the 21st century. Around the middle of twentieth century, FM

radio programmes were available. These technologies, based on analog communica-

tion, brought news, music, drama and much more into our daily lives. To provide more



and better programmes, digital broadcasting techniques such as digital audio broadcast-

ing(DAB) and digital video broadcasting(DVB), began to replace the traditional analog

broadcasting technologies in the past several years.

Digital Audio Broadcasting DAB is among the first standards that used the OFDB

technique. Based on OFDM, DAB has one distinct benefit: a single-frequency net-

work(SFN). In a single frequency broadcasting network, one carrier frequency can be

used for all transmitters to broadcast the same programme to the entire country without

suffering from co-channel interference. On the other hand, in the FM system, only one

out of approximately 15 possible frequencies can be used, resulting in a very inefficient

reuse factor.

In the DAB system, it is not necessary to search for radio stations as is necessary for

AM/FM. The programmes of all radio stations are integrated on so called multiplexes,

which save on the maintenance cost of individual radio stations. In addition variable

bandwidths can be assigned to each programme, fulfilling their respective demands for

sound quality. Furthermore, the DAB system features better mobile reception quality

thanks to the OFDM technique.

Digital Video Broadcasting DVB is a suite of internationally accepted open stan-

dards for digital television. DVB standards are maintained by the DVB Project, an

international industry consortium with more than 270 members, and they are published

by a Joint Technical Committee (JTC). Indian Government announced the discontin-

uation of analog signals in the four metropolitan cities of Mumbai, Delhi, Kolkata by

March 31st 2012 and for tier II cities like Bangalore, etc. by March 31, 2013. Most

houses are now required to use only Digital Set Top box to watch "cable tv" in several

cities in India.India’s Information and Broadcasting Ministry announced that the dead-

line for the shift from analogue to digital systems in areas across the country has been

set as 31st March 2015(2).

As the DAB system, DVB technology also supports countrywide single frequency

networks. In addition, DVB standards offer several modes of operation that are tailored

for large scale SFN and high-mobility reception.

The DVB-T standard(for terrestrial transmission) can support a data rate of MPEG-2
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high definition TV(HDTV), which is upto 31 Mbps. In DVB-H(for low power handheld

terminals), high-speed IP services as an enhancement of mobile telecommunications

are offered. DVB standard has allowed for integration with bi-direction data connec-

tions through other access technology, thus enabling interactive applications between

the viewers and the TV stations.
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CHAPTER 2

Digital Modulation

2.1 Introduction

Digital modulation is the process of representing binary information using segments

of different sinusoidal waveforms. The parameters that can be adjusted in a sinusoidal

wave are it’s amplitude, frequency and phase. In digital modulation, an analog carrier

signal is modulated by a discrete signal. Digital modulation methods can be considered

as digital-to-analog conversion, and the corresponding demodulation or detection as

analog-to-digital conversion. The changes in the carrier signal are chosen from a finite

number of alternative symbols.

The most fundamental digital modulation techniques are based on keying:

• PSK: a finite number of phases are used

• FSK: a finite number of frequencies are used

• ASK: a finite number of amplitudes are used

• QAM: a finite number of at least two phases and at least two amplitudes are used

2.2 Single-carrier Modulation

Single-carrier modulation techniques use only one sinusoidal wave at all times, while

in the multi-carrier modulation techniques, several sinusoidal waves are transmitted

simulta- neously. Basic single-carrier modulation techniques modify only one of the

three parametersâĂŞamplitude, frequency and phaseâĂŞof the sinusoidal wave accord-

ing to the binary information to be transmitted.The basic time unit in digital modulation

techniques is a symbol, which is composed of a segment of the sinusoidal waveform. If

there are only two possible different symbols in a digital modulation, then it is called a

binary modulation. Figure 2.1 depicts sample waveforms of binary ASK, binary FSK

and binary PSK.



Figure 2.1: Waveforms of (a)ASK (b)FSK and (c)PSK

ASK and PSK are linear modulation, whose symbol waveforms are sinusoidal wave-

forms of the same frequency. A clearer representation of all possible symbols in such

modulation is drawn by the phasor representations of all the possible symbols on a pha-

sor plane. This representation is called the signal constellation of a digital modulation.

The signal constellation of the binary ASK is illustrated in figure 2.2.

5



Figure 2.2: Signal constellation of binary ASK

With the signal constellation representation, higher-order modulation techniques

that have a large number of possible symbol waveforms can be clearly described. For

instance, M-ary PSK has M possible symbol waveforms with different phases, and car-

ries log M bits per symbol. Figure 2.3 shows the signal constellation of binary PSK,

quaternary PSK (QPSK) and 8PSK.

Figure 2.3: Signal constellation of (a) BPSK (b)QPSK and (c) 8PSK

More than one parameter in a segment of sinusoidal wave can also be changed in

advanced digital modulation techniques. For example, in quadrature amplitude modu-

lation(QAM), both amplitude and phase of the sine wave are changed. Figure 2.4 shows

signal constellations of 16-QAM and 32-QAM.
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Figure 2.4: Signal constellation of (a) 16-QAM and (b) 32-QAM

2.3 Multi-Carrier Modulation

Wireless signals to be transmitted over the air usually suffer frequency-selective fading,

namely different frequency components are faded quite differently by the channel.In

conventional single-carrier systems, complex equalization schemes are adopted to com-

bat frequency-selective fading. The ideal equalizer has a frequency response that is the

exact inverse of that of the channel. This usually entails an inïňĄnite number of equal-

izer taps.The ïňĄrst proposal to use parallel data transmission to combat frequency-

selective fading channels was published around 1967(3). In that system, only a small

number of sub-channels use carriers that fall within each deep-faded frequency band.

With the help of error-correcting codes, data along those corrupted sub-channels can be

recovered. Thus, error-correcting codes are indispensable in all multi-carrier systems.

2.4 OFDM

Orthogonal frequency-division multiplexing(OFDM) is a method of encoding digital

data on multiple carrier frequencies.It is a frequency-division multiplexing scheme used

as a digital multi-carrier modulation method. A large number of closely spaced or-

thogonal sub-carrier signals are used to carry data on several parallel data streams or

channels. Each sub-carrier is modulated with a conventional modulation scheme (such

as quadrature amplitude modulation or phase-shift keying) at a low symbol rate, main-

taining total data rates similar to conventional single-carrier modulation schemes in the
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same bandwidth.

The primary advantage of OFDM over single-carrier schemes is its ability to cope

with severe channel conditions (for example, attenuation of high frequencies in a long

copper wire, narrowband interference and frequency-selective fading due to multipath)

without complex equalization filters. Channel equalization is simplified because OFDM

may be viewed as using many slowly modulated narrowband signals rather than one

rapidly modulated wideband signal. The low symbol rate makes the use of a guard

interval between symbols affordable, making it possible to eliminate intersymbol inter-

ference (ISI) and utilize echoes and time-spreading (on analogue TV these are visible

as ghosting and blurring, respectively) to achieve a diversity gain, i.e. a signal-to-noise

ratio improvement.

2.4.1 OFDM Transmitter used in the implementation

Figure 2.5: Transmitter Block diagram used in the implementation

LDPC encoder: LDPC is forward error correction code used to achieve reliable and

efficient information transfer over bandwidth or return channelâĂŞconstrained links in

the presence of data-corrupting noise. The encoder

QPSK mapper: It takes the encoded message from the LDPC and gives a corre-

sponding complex mapped sample.

Pilot/Null Adder: Pilot signals for measurement of the channel conditions(i.e., the

equalizer gain and phase shift for each sub-carrier). Pilot signals are also used for time

synchronization (to avoid intersymbol interference, ISI) and frequency synchronization

(to avoid inter-carrier interference, ICI, caused by Doppler shift). The pilots/nulls are

8



added at specific locations in a symbol by the module.

IFFT:An inverse FFT is computed on each set of symbols, giving a set of complex

time-domain samples. Cyclic prefix is added to the symbol in the IFFT block.

Preamble Adder: A preamble/training symbol(64 bits) is added at the beginning

of frame. It is used to train the VCO of the receiver to the incoming signals’s clock so

as to produce a clocking in the reciver that is synchronized to the received signal, and

so a perfect sampling and/or demodulation can be done.

2.4.2 Frame configuration

The transmitter transmits data as frames. Each frame consists of 9 symbols and a pream-

ble. A symbol consists of input samples(along with parity), pilots, nulls (pilots and nulls

are added to fixed locations within a symbol) and a cyclic prefix.

Preamble : 64 samples/frame

Cyclic Prefix : 32 samples/symbol

Data + Pilots + Nulls= 384 + 46 + 82= 512

Total data length in a frame = 384x9

Frame size = (512+32x9) + 64 samples

Figure 2.6: Frame configuration
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CHAPTER 3

LDPC

3.1 Introduction

Low-density parity-check code is a linear error correcting code, a method of transmit-

ting a message over a noisy transmission channel, and is constructed using a sparse

bipartite graph.A sparse parity check matrix has relatively few number of 1s as com-

pared to the number of 0s. LDPC codes have very good error correcting capability. The

data transmission rate is close to Shannon limit. LDPC codes are capacity-approaching

codes, which means that practical constructions exist that allow the noise threshold to

be set very close (or even arbitrarily close on the BEC) to the theoretical maximum (the

Shannon limit) for a symmetric memory-less channel and hence they allow higher code

rates when compared to other error correcting codes such as Reed-solomon and Turbo.

The feature of LDPC codes to perform near the Shannon limit of a channel exists

only for large block lengths. For example there have been simulations that perform

within 0.04 dB of the Shannon limit at a bit error rate of 106 with a block length of 107.

Those high performance codes are irregular. The large block length results also in large

parity-check and generator matrices. The complexity of multiplying a codeword with a

matrix depends on the amount of 1′s in the matrix.

The noise threshold defines an upper bound for the channel noise, up to which the

probability of lost information can be made as small as desired. Using iterative propa-

gation techniques, LDPC codes can be decoded in time linear to their block length.

3.2 Code Description

The LDPC code is based on a set of one or more fundamental LDPC codes. Each of

the fundamental codes is a systematic linear block code.Making changes to the Code

Rate and Block Size in the fundamental codes can accommodate various code rates and



packet sizes.In telecommunication and information theory, the code rate (or information

rate) of an error correction code is defined as the proportion of the data-stream that is

useful (non-redundant). An LDPC code is a linear block code represented by a sparse

parity check matrix H having n columns and m rows. The length of codeword is n bits

and the message length is k = n - m bits where m is number of parity bits. Code rate is

r = k
n

. In other words, if the code rate is r = k
n

, for every k bits of useful information,

the coder generates totally n bits of data, of which n-k are redundant. The matrix H is

given by:

where Pi,j is one of a set of z-by-z permutation matrices or a z-by-z zero matrix.

The matrix H is expanded from a binary base matrix Hb of size mb−by−nb, where

n = z.nb and n = z.mb, with z an integer greater than or equal to 1. The base matrix is

expanded by replacing each 1 in the base matrix with a z-by-z permutation matrix, and

each 0 with a z-by-z zero matrix. The base matrix size n is an integer equal to 24.The

permutations used are right shifts, and the set of permutation matrices contains the zxz

identity matrix and circular right shifted versions of the identity matrix. Because each

permutation matrix is specified by a single circular right shift, the binary base matrix

information and permutation replacement information can be combined into a single

compact model matrix Hbm. The model matrix Hbm is the same size as the binary

base matrix Hb, with each binary entry(i,j) of the base matrix Hb replaced to create the

model matrix Hbm. Each 0 in Hb is replaced by a blank or negative value (e.g., by−1)

to denote a zxz all-zero matrix, and each 1 in Hb is replaced by a circular shift size p

(i,j)≥0. The model matrix Hbm can then be directly expanded to H.
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Figure 3.1: LDPC block size for various code rates

There are six different LDPC code rates (1/2, 2/3A, 2/3B, 3/4A, 3/4B and 5/6)

defined in IEEE P802.16e(draft)(4)., and shown in the above Fig. The standard also

defines the Block Size for each code. The Block Size controls the length of the output

packet, and the code rate determines the ratio of the input packet length to the output

packet length. Each encoding solution is defined by selecting one of the Code Rates

and an associated Block Size.

Each of the six LDPC codes in the standard is defined by the matrix H of size m-

by-n, defined above..

12



3.3 Encoding

An (n,k) LDPC code with an (n-k)xn parity check matrix H is called regular if the

number of 1’s in each of the n-k rows is always wr and the number of 1′s in each of the

n-k rows is always wc. wr(n−k) = wcn nad the density of the matrix is wr/n. All LDPC

codes have relatively small wr when compared to the block size. In most of the LPDPC

codes, the block size is greater than 1000(we will be using 2304) and wr and wc are

kept less than 10. H can be considered to be of the form H =[ AT
1 AT

2 ], where A1 is a

kx(n-k) matrix and A2 is a (n-k)(n-k) matrix. Then the correseponding generator matrix

of LDPC code is given by : [IkxkA1A2
−1]

13



CHAPTER 4

Hardware Implementation

4.1 Introduction

The LDPC and the surrounding buffers are implemented on a Virtex-5 FPGA.

Figure 4.1: Device Properties

The following parameters have been used for the LDPC. These values are flexible

and can be changed by modifying the parametes.v file.

Figure 4.2: Parameters



Figure 4.3: Base matrix P

Xilinx ISE Design suite 14.3 has been used for the implementation. Xilinx Syn-

thesis Technology(XST), a Xilinx application that synthesizes HDL designs to create

Xilinx specific netlist files called NGC files is used for synthesis.The NGC file is a

netlist that contains both logical design data and constraints. ISIM, an HDL simulator

integrated within ISE is used for behavioral, post-map and post-route simulations. HDL

language Verilog is used for the hardware implementation of the blocks.

Figure 4.4: Transmitter Block
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Figure 4.5: LDPC with serial input

4.2 Modules

4.2.1 Input buffer

It is a buffer to store the serial input data bits(20Mbps) before being sent to the LDPC

module.

Inputs :

Reset: A common master reset which is the same for all blocks.

Clk: A clock which operates at 20MHz - clock rate is equal to the input bit rate

which is 20Mbps for our transmitter.

Clock: A clock which operates at 25MHz - This is the common clock is used for the

entire transmitter block. This must always be faster than Clk.

in: It is the serial input data given to the transimitter at 20MHz. For simulation

purposes,input is given through a pseudo-random number generator block.

take: It is sent by the LDPC module when it is ready to take data. Data is read from

the data only when take is high.

16



Outputs :

Message: 96-bit parallel data sent from the buffer to the LDPC module.

Choose - Indicates the part of the buffer being filled.

input_flag - Stays high when message is being transmitted.

Functioning :

Input serial data in is written into the buffer at 20MHz. The buffer consists of two

1536 bit blocks which are stacked individually as 96x16 registers. At master reset, the

contents of the buffer are initialized to zero and data is written once the reset goes to

zero. The data is a continuous stream and there can’t be a lag while data is being read

from the buffer. Hence two(96x16) buffers are chosen to ensure continuity of data.

As data is filled in one half of the buffer, couters- count_row and count_column are

incremented. When the first buffer gets filled, choose goes high and when second buffer

gets filled choose goes low. In other words, if the first buffer is being filled choose stays

low and when second buffer is being filled choose stays high.

Figure 4.6: Overview of the Input buffer simulation

When choose goes high , the LDPC sends a take signal if it is ready to accept data.

On recieving take, input buffer sets input_flag high and message bits are transmitted.

When out_counter, which indicates the 96-bit register being read equals 16(implies all

the message bits in one half(1536) have been read) the input_flag goes low and the cycle

continues.

17



Figure 4.7: Input buffer after take is high

4.2.2 LDPC

LDPC takes in parallel FIFO message bits and gives encoded message as output.

Inputs :

reset : Master reset

clock : 25 Mhz clock used throughout the transmitter.

message: 96-bit parallel FIFO message bits recieved from the input buffer.

input_flag : This flag stays high when message is being transmitted.

choose:Indicates the part of the input buffer being filled, in other words the part of

the input buffer to be read.

read_ldpc : Part of the handshake mechanism between the LDPC and 3-input buffer

block. Indicates that the buffer is ready to accept data from the LDPC.

Outputs :

take: Indicates that it is ready to take in messge bits from the input buffer.

computation_complete_flag: It is a flag bit which indicates completion of the en-

coding of 1 block of data(1536 message bits + 768 parity bits for a code rate of 2/3).

par_out: A 96-bit parallel output for sending the encoded message(Message bits

18



plus parity bits)

Functioning of LDPC :

The elements of base matrix P (lie between -1 and z-1) are first hard-coded in a

ROM using readmemh. Note: All elements of the must be converted to hexadecimal

before reading from the external file.

When the value of choose changes, i.e.,sufficient data required for 1 block of data(1536

input bits) is available and the LDPC is ready to take in data, it sets take high. Hand-

shake mechanism ensues and input message which is of the form of 96 bit parallel data

is read from the input buffer. Once the message data has been written into the LDPC,

take goes low. The parity bits are computed using the algorithm in Chapter 3. It takes

24 clock cycles once the input_flag goes low to compute the parity bits.

As soon as the 768 parity bits are calculated, computation_complete_flag is set high.

It waits for read_ldpc signal to transmit data to 3-input buffer. Once read_ldpc is high,

the encoded message(2304 bits) is transmitted as 96-bit output.

Figure 4.8: Input buffer after take is high
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Parity bits computation : The input 1536 bits are stored in 96-bit registers. For each

row of parity bits(8 in all), it is calculated by xoring the row with the input message row

circular-shifted by the value of P(i,j) if P(i,j) is ≥ 0.

for (j=0; j<ROWS_P; j=j+1 ) begin

if (P[i+j*COLS_P][7]==0) begin //if (P[i+j*COLS_P]>=0) begin

temp1[j] = (c[i]<<P[i+j*COLS_P]);

temp2[j] = (c[i]>>(Z-P[i+j*COLS_P]));

circ_shifted_c[j] = temp1[j] | temp2[j];

par[j] = ( par[j] ^ circ_shifted_c[j]);

end

end

//Not the entire algorithm - only the part which involves

circular shift and xor.

Circular shift is implemented by doing an or operation of two registers, one obtained

by left-shifting it by P(i,j) and the other obtained by right shifting the register by Z -

P(i,j) bits.

4.2.3 3-Input Buffer

3-input buffer stores 3 blocks of encoded message (2304x3 bits⇔ 9 symbols⇔ 1 frame

). It takes in encoded message from the LDPC and stores it till data for one entire frame

is available. It then sends 2-bit output to the QPSK mapper module.

Inputs :

reset : Master reset

clock : 25 Mhz clock used throughout the transmitter.

computation_complete_flag: It is a flag bit which indicates completion of the en-

coding of 1 block of data(1536 message bits + 768 parity bits for a code rate of 2/3).
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par_out: A 96-bit parallel output for sending the encoded message(Message bits

plus parity bits)

read_flag:Data is read from the buffer when read_ldpc is high and stops when it

goes low.

Outputs :

out : 2-bit output to the QPSK mapper block.

output_flag : Is high when data required for an entire frame is ready to be read.

read_ldpc : Part of the handshake mechanism between the LDPC and 3-input buffer

block. Indicates that the buffer is ready to accept data from the LDPC.

Functioning At master reset, all the registers in the buffer are set to 0. While the first

frame is being filled, the output_flag is set low till the data is being written into the

buffer. When entire (72x16) registers fill up output_flag goes high. Data is read when

read_flag is set high. It is usually high for 15360ns(1 symbol ⇔ 384 samples ⇔ 768

bits). Data is not written into the buffer while data from part(i) of the 3-Input buffer is

being read. When data has been read from the part(i) (read_counter ≥ 24 ⇔ 3 sym-

bols) data can be filled in part(i). When data is being read from part(iii)(read_counter

≥ 48) data can be filled in part(ii) of the buffer. When the reading is complete i.e.,

read_counter = 72 output_flag goes low again till the part (iii) is filled up. The cycle

continues till master reset is pressed.

Figure 4.9: 3-Input Buffer behavior
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Figure 4.10: 3-Input Buffer for 1 complete frame
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CHAPTER 5

Conclusion

5.1 Salient features of the design

:

• Flexibility to choose the code rate and message size as they are defined as param-
eters

• Designed as an independent module to facilitate replacement with turbo codes if
required. Only the flag bits need to be synchronized.

• Base matrix P is hard-coded and can be changed directly from the code.

• Handshake mechanism for communicating with other modules.

• Encoding is done in minimum time possible(24 clock cycles). This design in-
volves using 16 Logical Shifters and 8 xors(96-bit) to be used in parallel. Even
though hardware intensive it is a good trade off as it reduces the no. of interme-
diate memory elements by a huge amount and hence the area.

• The LDPC module and the buffers have been paramaterized to make the design
flexible. Designed as an independent module to facilitate replacement with turbo
codes if required. Only the flag bits need to be synchronized.

5.2 Design Summary

Mapping Report

Slice Logic Utilization:

Number of Slice Registers: 10,243 out of 92,800 11%

Number used as Flip Flops: 10,243

Number of Slice LUTs: 18,796 out of 92,800 20%

Number used as logic: 18,334 out of 92,800 19%

Number using O6 output only:18,042

Number using O5 output only: 162



Number using O5 and O6: 130

Number used as exclusive route-thru:462

Number of route-thrus: 647

Number using O6 output only: 624

Number using O5 output only: 23

Slice Logic Distribution:

Number of occupied Slices: 7,908 out of 23,200 34%

Number of LUT Flip Flop pairs used:24,936

Number with an unused Flip Flop: 14,693 out of 24,936 58%

Number with an unused LUT: 6,140 out of 24,936 24%

Number of fully used LUT-FF pairs:4,103 out of 24,936 16%

Number of unique control sets: 122

Number of slice register sites lost

to control set restrictions: 21 out of 92,800 1%

5.3 Place and route summary

Device Utilization Summary:

Number of BUFGs 2 out of 32 6%

Number of External IOBs 7 out of 360 1%

Number of LOCed IOBs 0 out of 7 0%

Number of Slices 7908 out of 23200 34%

Number of Slice Registers 10243 out of 92800 11%

Number used as Flip Flops 10243

Number used as Latches 0

Number used as LatchThrus 0

Number of Slice LUTS 18796 out of 92800 20%

Number of Slice LUT-Flip Flop pairs 24936 out of 92800 26%
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5.3.1 Simulation

Figure 5.1: Overall simulation
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APPENDIX A

Coding Matrix

The following are the base matrices(P) for various code rates.

Code rate = 1/2

Code rate = 2/3A

Code rate = 2/3B



Code rate = 3/4A

Code rate = 3/4B
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