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Abstract

Time delay estimation (TDE)-based algorithms for estimation of direction of arrival

(DOA) have been most popular for use with speech signals. This is due to their simplicity

and low computational requirements. Though other algorithms, like the steered response

power with phase transform (SRP-PHAT), are available that perform better than TDE based

algorithms, the huge computational load required for this algorithm makes it unsuitable for

applications that require fast refresh rates using short frames. In addition, the estimation

errors that do occur with SRP-PHAT tend to be large. This kind of performance is unsuit-

able for an application such as video camera steering, which is much less tolerant to large

errors than it is to small errors.

We use Generalized Cross Correlation (GCC) technique, in this project to estimate

the time delays between microphones in a microphone array. Using this information for

a pair of micropones, the 2 dimensional angle at which the sound source is present is

estimated. This is experimented both on CPU and also a microcontroller (memory con-

strained) and the results are presented. The sensitivity analysis with respect to error in

speed of sound, array geometry, SNR is studied. This analysis is also done for 3D position

estimation using a square shaped Four microphone array.
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1 Introduction

1.1 Motivation for project

Direction of Arrival (DOA) on the basis of the received sound signals from an array of

microphones has many practical applications in everyday life. DOA estimates from micro-

phone arrays can be used to steer the camera towards the speaker in a conference or a long

distance TV based classroom [50]. To this end, presently there are commercially available

systems in which a user or a group of users can steer the camera towards him/them using

a manual switch. But these systems are quite expensive in terms of manpower and extra

hardware. So an automatically steered camera would be of great use. Most conferences and

classrooms consist of a single speaker. But he/she may be moving. So, the problem mainly

boils down to tracking single sound source which is moving. A comprehensive tracking

system using video data has been proposed by Wren et.al. [51]. However, it is very algo-

rithmically complex and computationally intensive that a computer has to be dedicated for

this. Methods based on acoustic data are typically far simpler with respect to computational

complexity.

1.2 Background

In the human body, the system formed by the ears and the brain can receive, process and

detect the location of the source to a certain range of accuracy [5]. From19th century only,

people have tried to build devices that mimic this feature. One of the popular ways to

implement this is to use the microphone arrays. However, in a number of interesting ways,

sound location can be found in the nature. In several animals, for location of objects around

them, sound location is known to be used rather than eye vision. For instance, animals like

bats or dolphins perform a technique called echolocation. These animals can perceive their

environment by emitting sounds and processing the echoes caused by the reflections [6]-

[7]. It was proved that human beings can also develop this capability and that it can be

applied to blind people [8].
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One of the first purposes of sound location was for military applications, as many

other inventions all along the history. A method called sound ranging was developed. It

obtains the coordinates of a hostile by the its gun firing sound [9]. This way, even without

direct vision, the enemy could be detected. This technique, started out in World War I and

has been used during the whole 20th century. But later, new technologies like gun detective

radars replaced the sound ranging. Even so, some armies still use it in their operations [10].

Besides the military application, many other studies about sound location have been

carried out. Some of the most important are the techniques used in noise or echo cancel-

lation [11]-[13]. These can be very important, depending on the type of the environment

whether it is closed or open. In other works, the aim is to minimize the error [14] and

improve the efficiency. The advancement in upcoming technology is commonly the num-

ber of microphones used [15]-[19] or the way the signals are processed after the sound is

captured [20]-[23]. Furthermore it is noteworthy that some radio localization systems have

been implemented. In these the principle is the same as in sound location but the signals

are radio waves instead of acoustic waves [27].

1.3 Methods for estimating DOA

As we see in the subsequent sections, the whole project is based on the calculation of time

delay between received signals at different microphones.
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Figure 1.1: he source and microphones in 2D

From the figure 1.1, it is clear that the wave forms the receivers are exposed to are

both identical in shape but one is delayed version of another. If d is the time delay between

the two waveforms, then we can say, in the absence of any adding waves like noise,

r2(t) = r1(t−d)

Using the time delay d for different pairs of microphones in an array, we can calcu-

late the angle and location of the source with respect to the microphone array, as shown

in sections 4 and 5. There are many algorithms to estimate the time delay d [28]. The

cross-correlation(CC) technique is a popular solution technique. Many other TDE methods

were developed using CC. Basically, the CC method estimates the time argument that cor-

responds to the peak in the correlation curve of the two microphone outputs. To improve

the peak detection and time delay estimation, many weighing functions are proposed to be

used after CC [29]. We can also use the filtered versions of signals to estimate the peak

of the cross correlation. This method is called the Generalized Cross Correlation (GCC)

[29]. The GCC method, proposed by Knapp and Carter in 1976, is the most popular tech-
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nique for TDE due to their accuracy and moderate computational complexity. The role of

filter or weighing function in GCC is to ensure a sharp peak in cross correlation, so as to

have a good time delay resolution. There are many techniques used to select the weight-

ing function; such as the Roth Processor, the Smoothed Coherence Transform (SCOT), the

Phase Transform (PHAT), the Eckart Filter, and the Maximum Likelihood (ML) estimator

[28,29]. These correlation-based methods yield ambiguous results when the noises at the

two sensors are correlated with the desired signals. To overcome this problem, higher-order

statistics methods were employed [28,30].

There are also some other algorithms used to estimate the time-delay. The matching

x and s (MXS) and matching s and x (MSX) methods [31] compare the cross-correlation of

the received signals and with the auto-correlation of the reference signal. Algorithms based

on minimum error: average square difference function (ASDF) and average magnitude

difference function (AMDF), seek position of the minimum difference between signals and

[31]. Adaptive algorithms such as LMS can also be introduced into the TDE [33]. In these

algorithms, the delay estimation process is reduced to a filter delay that gives minimal error.

Nowadays, many other methods are employed in the TDE, such as, MUSIC [34], ESPRIT

[45], and wavelets [35].

The following subsection described five TDE methods.

1.4 TDE methods

There are several TDE algorithms each with its own advantages in computation complexity,

hardware implementation, and precision. Five of these commonly used TDE methods are

described here.

1.4.1 Cross Correlation (CC) method

Here, the cross correlation curve of the two received signals is computed. Then maximum

peak in the curve is estimated, which represents the time delay.

4



Rrrr2(t) = E[r1(t)r2(t− τ)]

dcc = argtmax [Rrrr2(τ)]

1.4.2 Phase Transform Method (PHAT method)

This is a CC method with some weighing function (making it a GCC technique). The

PHAT received considerable attention due to its ability to avoid spreading of the peak of

the correlation function [43]. This can be mathematically expressed as :

Rr1r2(τ) =

ˆ
ψp( f )Gr1r2( f )e2π j f τd f

where ψp( f ) =
1

|Gr1r2( f )|

dPHAT = argtmax [Rrrr2(τ)]

where Gr1r2( f ) is the cross-spectrum of the received signals and ψp( f ) is the PHAT

weighing function.

1.4.3 Maximum Likelihood method (ML method)

The ML (is identical to the HT method proposed by Hannan and Thomson [28]) is another

important method within the GCC family since it gives the maximum likelihood solution

for TDE problem. The ML weighting function ψML( f ) is chosen to improve the accuracy

of the estimated delay by attenuating the signals fed into the correlator in spectral region

where the SNR is the lowest. The ML estimator is popular because of its optimality under

appropriate conditions. For uncorrelated Gaussian signal and noise and non reverberant en-

vironments, the ML estimator of time delay is asymptotically unbiased and efficient in the

5



limit of long observation intervals [39]. The ML method can be mathematically represented

by:

Rr1r2(τ) =

ˆ
ψML( f )Gr1r2( f )e2π j f τd f

where ψML( f ) =
1

|Gr1r2( f )|
|γr1r2( f ) |2

|1− γr1r2( f ) |2

dML = argtmax [Rrrr2(τ)]

where

|γr1r2( f ) |2 = |Gr1r2( f )|2

Gr1r1( f )Gr2r2( f )

is the magnitude coherency squared and ψML( f ) is the ML weighing function. As ML

contains the term
|γr1r2( f ) |2

|1−γr1r2( f ) |2 , greater weight is placed on frequency bands that give near-

unity coherence. In contrast, frequency bands in which the coherence is near zero are

deemphasized [28]. The ML processor weights the cross-spectral phase according to the

estimated cross-spectral phase when the variance of the estimated phase error is the least.

1.4.4 Average Square Difference Function (ASDF) method

The ASDF method is based on finding the position of the minimum error square between

the two received noisy signals and considering this position value as the estimated time

delay [44].

Rr1r2(τ) =
1
N

N−1

∑
n=0

[r1(n)− r1(n+ τ)]2

dASDF = argtmin [Rrrr2(τ)]

The favorable performance of the ASDF-based estimator is due to the fact that it gives

6



perfect estimation in the absence of noise while the direct correlation does not [44]. Also,

it is apparent that ASDF requires no multiplication, which is the most significant practical

advantage over the other methods. Also, this technique does not require the knowledge of

the input spectra.

1.4.5 Least mean square (LMS) adaptive filter method

The LMS adaptive filter is a finite impulse response (FIR) filter which automatically adapts

its coefficients to minimize the mean square difference between its two inputs; a reference

signal and a desired signal. It does not require any a prior knowledge of the input spectrum.

If r1(n) is the reference signal and r2(n) is the desired signal, then LMS output

y12(n)can be expressed as:

y12(n) =W T
12(n)X12(n)

where T denotes transpose and

X12(n) = [r1(n),r1(n−1), ...........,r1(n−L+1)]T

is the filter state consisting of the most recent samples of the reference signal. The vector

W12(n) is the L-vector of filter weights at instant n. The error output is

e12(n) = r2(n)− y12(n)

The weight vector is updated every sample according to

W12(n+1) =W12(n) +µe12(n)X∗12(n)

where * denotes the complex conjugate and is a feedback coefficient that controls the rate

of convergence and the algorithm stability. The algorithm adapts the FIR filter to insert

a delay equal and opposite to that existing between the two signals. In an ideal situation

7



(no additive noise), the filter weight corresponding to the true delay would be unity and all

other weights would be zero [33]. When in the case where the additive noise exists, the

filter weight corresponding to the true delay would be the maximum value compared to the

other weights.

1.5 The method used in the project

Having researched about various TDE methods, the GCC method with band pass filters

was chosen to be the apt method for our project. For 2D angle estimation and position

coordinate estimation, this has been the method used in the project. But when it comes to

using the redundancy by having extra microphones, the LMS method has been used. This

method has shown to improve results by using extra microphones.

The GCC method is first programmed using Matlab. This is used for all the simula-

tions in the subsequent sections. It is also used in the practical implementation of 2D angle

estimation using the data acquisition by FPGA. Later, C program for the same technique

has been developed for using with the memory constrained interface, i.e. Stellaris Evalbot.
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2 2D Angle Estimation

2.1 Applications

In many applications, the distance of the object may not be necessary but only the direc-

tion is needed. This enables to design less-complex systems, without giving up on good

performance. For example on video conference, the system does not need to calculate the

distance in which the source is emitting sounds. With the knowledge of the direction ex-

clusively the camera can focus the speakers [2]. Other applications that require only the

calculation of the direction are the audio surveillance systems. This kind of systems, used

for intrusion detection [3] or gunfire location [4], determines the direction for locating the

source, but ignores the distance.

2.2 Theory

As shown in the figure 2.1, let us assume an acoustic source located at M. There are two

sound receivers MIC A and MIC B. Our aim is to find the angle α.This is the angle in the

plane of the microphones, considering the perpendicular bisector of the microphones as the

reference. As seen in the figure, there will be delay in arrival between the sound waves

observed at both the receivers. We shall be using the time delay, designated by τ, for the

calculation of the angle.

,

Figure 2.1: Theoretical derivation of angle
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Let us see the mathematics behind finding the angle. As shown in the figure 2.1 , let

the two microphones be located at A(xA, yA) and B(xB, yB). Let the source is at M(x,y).

We are interested in finding the angle α . Here, the origin is the midpoint of AB. For our

convenience, without loss of generality, let us assume, AB is on the x−axis.

Then the points A and B are (−xB, 0) and (xB, 0) respectively. Let the time delay

between the received signals at the two microphones be τ . By the figure, we can see that,

B′M = BM

and so AB′ = τv

where ν is the speed of sound which is considered a constant in our environment.

AM = AB′+B′M

⇒ AM = AB′+BM

⇒
√

(x+ xB)2 + y2 = τv+
√
(x− xB)2 + y2

Solving f or y, we get,

y =±

√
AB′2

4
− x2

B + x2(
4x2

B
AB′2

−1)

Considering a vector of points for x and calculating y for respective x, and taking the
derivative of this equation,

dy
dx

= tan(α ′)

and from the figure, we can see that,

α = 90−α
′

By this, he angle α can be found.

2.2.1 Four microphone setup

With the use of two more microphones, we can handle two issues:
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1. Two microphone estimation doesn’t account for the semi circle that the source is

present. That is, the estimation is invariant to the sign of y-coordinate of the source.

The extra two microphones are required to determine it.

2. 60o to 90o can be estimated using the extra microphones if they are placed at the right

positions.

Figure 2.2: Addition of microphones

As shown in figure 2.2, Q1 and Q3 encompass 1200out of the total circle and the

remaining by Q2 and Q4. Let us consider M0and M2are the primary microphones. Consid-

ering the non-linear behavior of the algorithm at angles higher than 600 (with respect to the

line M1M3), we use the additional two microphones M1and M3to find out the angle in this

quadrant. For this, M1M3 should be on the perpendicular bisector of M0M2 and vice versa.

The table shows the microphones used in different quadrants. Also, the additional micro-

phones are useful to know which half circle (with respect to the line M0M2) the source is

present. This can be done by checking the sign of the time delay between M0 and M2.

Table 2.1: Quadrants and Microphones used

Quadrant Microphone pair used to find the angle
Q1 M1 M3
Q2 M2 M4
Q3 M1 M3
Q4 M2 M4

11



2.3 Array Geometry and Constraints

In this section, we derive an important constraint on the geometry of a microphone array

in general for a maximum frequency fmax of operation. Since we are using the cross cor-

relation approach to find the time delay between received signals, we have to ensure that

the phase delay between the received signals of any two microphones whose delay is of

interest must fall in the (−π , π) region. This is because, there can be a maximum of one

time period difference between the two waves. For delays more than that, we perceive a

corresponding delay in the valid range and so, get an incorrect result.

Let d be the distance between the microphones,v be the speed of sound and fmax be

the maximum frequency of the signal that can be dealt with. Then, the maximum time

delay between receptions of microphones occurs when the extra distance traveled by one

of the waves is d.

Hence, for maximum frequency signal that can be viable, the limiting case will be

when this distance is half wavelength of the wave (since we need both negative and positive

halves).

That is, the time period of the wave is half the time delay occurred.

d
v
=

timeperiod
2

=
1

2 fmax

Hence,

d =
v

2 fmax

This relation between microphone spacing and the maximum frequency is very im-

portant in hardware setup. Please note that only 0− 1800 can be measured using two

microphones.That is one half of a circle.

2.4 Simulations

The main aim of the project is to implement the angle estimation on a memory constrained

module like microcontroller. Hence, to keep space and time expense as less as possible,
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only integer sample delays are calculated in the algorithm. It can be noted that this gives

good enough results to be implemented on hardware. All these simulations are done with

two microphone array with distances 5 cm, 10 cm and 15 cm and an angle sweep from 0 to

900. This gives us a perspective of what happens when we increase the array size.

2.4.1 Non-linearity

Figure 2.3: Angle vs delay in samples

As we can see from figure 2.3, the trigonometric solution is linear w.r.t. sample delay

only up to about 500. This linearity ensures a uniform distribution of angle estimations

w.r.t. sample delay. It is seen that the angle increases with normalized sample delay at

approximately 60per 0.1. But there is an increase of angle from about 550to 900per 0.2

variation in normalized sample delay. As the delay estimation is always prone to some

error, this non linear region is less accurate than in linear region. Hence, this region has to

be taken care of, which we will see later.

We also observe that the variation in angle is same w.r.t. normalized sample delay

irrespective of the microphone spacing. Of course, the normalization factor(maximum

sample delay possible) and the actual delay values differ in this aspect.

maximum delay possible = (d
v )∗F where,

d = distance between microphones,

v = speed o f sound = 340m/sec,
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F = Frequency o f sampling = 192.3KSps (T he sampling rate o f Virtex5 ADC)

For d = 5cm, maximum delay possible =28.2794 samples

For d = 5cm, maximum delay possible = 56.5588 samples

For d = 5cm, maximum delay possible = 84.8382 samples

The non integer number of samples just indicate higher precision for accuracy in time

delay calculation.

2.4.2 Sensitivity analysis w.r.t. distance between microphones

Figure 2.4: Absolute Maximum Error Vs. Error in d

Error in distance between microphones = Assumed distance (5 cm) - (unknown) actual

distance.

From Figure2.4 it can be seen that the absolute maximum error in measurement in-

creases as the error in distance between microphones increases. But it is not a symmetric

figure with respect to zero error. That means, the error in estimation is higher for the same

negative error in distance than that of positive error in distance.
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2.4.3 Sensitivity analysis w.r.t. speed of sound

Figure 2.5: Absolute Error Vs. Error in v

Error in Speed of sound = Assumed speed (340 m/s) - (unknown) Actual Speed.

2.4.4 Sensitivity analysis w.r.t. Signal to Noise Ratio

Considered speech signal is given in the figure 2.6. 1024 samples are taken for simulation

as this is consistent with experiment.

Figure 2.6: Sample speech signal from Matlab

Random noise as shown in figure 2.7 is added to this signal. Random noise is gener-

ated using MatLab function randn.
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Figure 2.7: Random noise

Here, let us consider a sample speech signal. Adding noise to it with variable ener-

gies, we see where our approach ceases to give the correct result.

Figure 2.8: Error in estimation vs actual angle for noisy signals

Hence, we can see that the maximum error in results due to noise is around 90at

600angle.
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3 Coordinates estimation

3.1 Introduction

Here, the estimation of the source is taken one step forward. From the angle estimated

as discussed previously, the 2D angle of the sound source could be measured. That is, in

the spherical coordinate system, φ is obtained. Considering the source is present in the

same plane as the microphone sensors, trials are made to find the r of the source too along

with φ . This has been simulated using the previous algorithm of Cross Correlation based

technique. With the help of four microphones.

3.2 Theory

Figure 3.1: Three microphones and source

Actually, in principle, three microphones (one more than for angle as an extra parameter

is measured now) are sufficient for the 2D position estimation. Let us see how this can be

done and why an extra microphone is added to our setup.

Let the three microphones are located at M0 :(xa,ya),M1 :(xb,yb) and M2 :(xc,yc). Let

the sound source is at (x,y). let us say, the signal reached M0at t0.And has reached M1and

M2 with delays of t01and t02 respectively with respect to M0.That is , the signal has reached
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M1and M2at t0 + t01and t0 + t02 respectively. Let ν be the speed of sound that’s considered

to be a constant at 340m/sec.Then,

(x− xa)
2 +(y− ya)

2 = t2
0 .v

2

(x− xb)
2 +(y− yb)

2 = (t0 + t01)
2.v2

(x− xc)
2 +(y− yc)

2 = (t0 + t02)
2.v2

We don’t know t0,but we know t01and t02. Hence, we need to eliminate t0.

⇒ t01.v =
√
(x− xb)2 +(y− yb)2−

√
(x− xa)2 +(y− ya)2

and ⇒ t02.v =
√
(x− xc)2 +(y− yc)2−

√
(x− xa)2 +(y− ya)2

Using these two equations, solving for a relation between x and y, we get,

x2
b + y2

b
v.t01

− x2
c + y2

c
v.t02

− x2
a + y2

a
v

(
1

t01
− 1

t02
)− v(t01− t02)

= x(
2.xb

v.t01
− 2.xc

v.t02
− 2.xa

v
(

1
t01
− 1

t02
))+ y(

2.yb

v.t01
− 2.yc

v.t02
− 2.ya

v
(

1
t01
− 1

t02
))

But this is only one equation in two variables. Now, the angle estimation that we

already derived previously is used to get the (x,y) coordinates. As the azimuthal angle

φwas obtained as described in section 2.2, we have,

y
x
= tan(φ)

This equation along with the above can be used to solve for (x,y) coordinates.
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3.3 Addition of microphone

Figure 3.2: Microphones and Source Setup

As described in section 2.2.1, the additional microphone introduced in figure 3.2 is used to

find out the angle φmore accurately. M1and M3are placed on the perpendicular bisector of

M0and M2at equal spacing from the center so that the non linearity of angle measurement

at 600to900can be avoided using the measurements from other two microphones.

But this method inherently has a problem. That is : The error in angle estimation

is also added up to the total measurement along with the error in measuring the individ-

ual delays. Hence, as we are using four microphones anyways, instead of going for 2D

estimation, 3D position estimation can be directly carried out as follows:

Figure 3.3: Source in 3D space

For simplicity of mathematics, let us assume the four microphones are located as

M0(0,0,0),M1(a,0,0),M2(0,a,0) and M3(a,a,0). Let the sound source be located at (x,y,z).

Let the signal from sound source reach the microphones M0,M1,M2,M3at times t0,t0 +

t1,t0 + t2,t0 + t3 respectively. That is, the time delays of various microphones with respect

to a reference microphone are observed. Then,
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x2 + y2 + z2 = v2.t2
0

(x−a)2 + y2 + z2 = v2.(t0 + t1)2

x2 +(y−a)2 + z2 = v2.(t0 + t2)2

(x−a)2 +(y−a)2 + z2 = v2.(t0 + t3)2

Taking square root and subtracting,√
x2 + y2 + z2−

√
(x−a)2 + y2 + z2 =−v.t1

√
x2 + y2 + z2−

√
x2 +(y−a)2 + z2 =−v.t2

√
x2 + y2 + z2−

√
(x−a)2 +(y−a)2 + z2 =−v.t3

Taking one of the terms to RHS, squaring and on simplification, we get,

v2.t2
1 +2.v.t1.

√
x2 + y2 + z2 =−2.a.x+a2

v2.t2
2 +2.v.t1.

√
x2 + y2 + z2 =−2.a.y+a2

v2.t2
1 +2.v.t3.

√
x2 + y2 + z2 =−2.a.x−2.a.y+a2

From the above equations, we have,

√
x2 + y2 + z2 =

v.(t2
3 − t2

2 − t2
1)

2.(t1 + t2− t3)

Hence, substituting this in above equations and solving for x,y, and assumingz is positive,

x =
1

2.a
[a2− v2t2

1 −2vt1(
v.(t2

3 − t2
2 − t2

1)

2.(t1 + t2− t3)
)]

y =
1

2.a
[a2− v2t2

2 −2vt2(
v.(t2

3 − t2
2 − t2

1)

2.(t1 + t2− t3)
)]

z =

√
[
v.(t2

3 − t2
2 − t2

1)

2.(t1 + t2− t3)
]2− x2− y2
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3.4 Simulations

Becasue the position estimation is more sensitive to time delay error than 2D angle esti-

mation, we decided the algorithm should have fractional sample delay measuring capacity

to improve accuracy. This is an iterative algorithm [52]. Here, we first find fourier trans-

form of correlation function by using fourier transforms of the signals. Then, its peak are

calculated using parabolic interpolation.

From the tables 3.4-3.7, it can be seen that the error on line x = y = z
2 is generally

more than that ofx = y = z.

This makes sense with the extrapolation of this fact. Let us consider the line x= y= 0.

That is, x = y = z
∞

. The error on this line will be the maximum among all lines because

our microphone exists in X-Y plane and this line passes through the center. Hence, all

microphones receive the signals at the same time. We have already seen from 2D angle es-

timation simulations that the time delay estimation is better with larger arrays with higher

possible delays. Hence on this line, there will be maximum error in time delay estimation.

Our mathematical derivation of coordinates is very sensitive to error in time delay estima-

tion. Hence the result. That is why, let us consider two lines : x = y = z and x = y = z
2 and

simulate the error in different scenario. Also, z coordinate is a dependent variable on x and

y. Hence, the errors in x and y add up in z calculation.

As previously, mtlb.mat from Matlab is used as the speech signal for simulation.Using

this, the following simulations are carried out.

From table 3.2, considering the linex = y = z, x,y,z≤ 1, we have the error graph and

results for all the coordinates. The results are tabulated in table 3.2.
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Table 3.1: Error in Measurement on x=y=z/2 line

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 2.6 90
y 2.6 90
z 7.8 90

From table 3.2, considering the linex = y = z
2 , x,y ≤ 1, we have the error graph and

results for all the coordinates. The results are tabulated in table 3.2.

Table 3.2: Error in Measurement on x=y=z/2 line

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 8.8 81
y 8.8 81
z 27.02 162

Now, let us see the sensitivity analysis on these two lines with respect to error in

speed of sound, side of the square array considered considered and SNR of the signal.
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3.4.1 Sensitivity analysis w.r.t. Signal to Noise Ratio

Figure 3.4: Maximum Error vs SNR on x=y=z line

Figure 3.5: Mean Error vs SNR on x=y=z line
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Figure 3.6: Maximum Error vs SNR on x=y=z/2 line

Figure 3.7: Mean Error vs SNR on x=y=z/2 line
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3.4.2 Sensitivity analysis w.r.t. speed of sound

As we are considering speed of sound and distance between the microphones to be con-

stant and already known, it is good to check the sensitivity of error with respect to these

parameters.This is because, the distance between microphones can’t be exactly the consid-

ered number. There may be a variation in the order of millimeters. Also, we know that

speed of sound is a function of environmental parameters like temperature and humidity.

Hence, there will be an error in considering it a constant at 340m/s. Let us see whether our

approach is considerable robust for these variations or not.Let us say, we are considering

the speed of sound constant at 340m/s, but the actual is at 320 m/s. That is, there is an error

of 20 m/s. Let us look at the error graph then.

Figure 3.8: Maximum Error vs. Error in Speed of Sound
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Figure 3.9: Mean Error vs Error in Speed of Sound

3.4.3 Sensitivity analysis w.r.t. array geometry

As we have already described, there may be an error in taking the distance between mi-

crophones. Hence, lets see the sensitivity of measurement to this error. As the distance

is measures in cm, lets consider an error of -10 and 10 mm with respect to the actual dis-

tance.We present the graphs of error in angle, separately for positive error and negative

error in distance.

Error in d =Considered distance inalgorithm−actual distance

Let us say, we considered the square side, a as 10 cm. But it is indeed 9 cm. So there

is an error of 1 cm.
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Figure 3.10: Maximum Error vs Error in distance between microphones on x=y=z line

Figure 3.11: Mean Error vs Error in distance between microphones on x=y=z line
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Figure 3.12: Maximum Error vs Error in distance between microphones on x=y=z/2 line

Figure 3.13: Mean Error vs Error in distance between microphones on x=y=z/2 line
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3.5 Microphone array with more than four microphones

To support real-time or close to real-time processing, closed form algorithms are desired.

Methods that include, and make use of, redundancy in sensor information perform better

in cases with measurement error. Time difference of arrival measurements can be modeled

and expressed in a least squares form. The Least Squares Estimator (LSE) can be used to

minimize the squared error between the model and the measured data. With an accurate

model, in the absence of noise, the square error function should be zero. The form of the

error criteria derived from the source localization problem can effect the computational

complexity of finding a solution.

Chan and Ho [20] suggested a least squares estimator to make use of the redundancy

in the measurements. Their approach takes advantage of the relation of the source coordi-

nates to the range to improve the estimation efficiency using quadratic correction. This is

termed the Quadratic-Correction Least-Squares (QCLS) method.

Following the derivations of Chan and Ho [20], Hui and So [43], and Huang and Ben-

esty [37] the problem can be stated as follows. Let the positions of the N +1 microphones,

in Cartesian coordinates be denoted by

ri = [xi yi zi]
T i = 0,1,2,3...N

where (.)T denotes the transpose of a vector. The first microphone is set to be the

origin, r0 = [0,0,0]T and the source coordinates sought are rs = [xs,ys,zs]
T . The range

between the i-th microphone and the source is given by

Di =
√
(xs− xi)2 +(ys− yi)2 +(zs− zi)2

The corresponding range differences, for microphones i and j in a pair, to the source

are given by

Di j = Di−D j i, j = 0,1,2....N

This is related, by the speed of sound ν , to the time difference of arrival, τi j , mea-
sured in synchronized microphone arrays by
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di j = vτi j

It is noted [37], that there are (N+1)N
2 distinct delay measurements, τi j, excluding the

i = j case and repetition arising from τi j = −τ ji, but any N linearly independent vi j values

determine all the others in the absence of noise. For simplicity, at the cost of improved

accuracy in noisy systems, the N time. The range differences measured between connected

microphones, di0 are modeled as the actual value and an additive noise term εi, assumed to

be zero-mean:

d̂io = di0 + εi i = 1,2, ....N

where,

di0 = ‖rs− ri‖−‖rs‖

Hence, we have,

d̂i0 =
√

(xs− xi)2 +(ys− yi)2 +(zs− zi)2−
√

(xs)2 +(ys)+(zs) i = 1,2, ...N {A}

The solution to this set of hyperbolic functions is nonlinear and sensitive to measure-

ment noise. Instead, a spherical error function can be formulated.

The distances from r0 at the origin to the remaining microphones and to the source

are denoted by Ri and Rs respectively, where

Ri = ‖ri‖=
√

(xi)2 +(yi)+(zi) i = 1,2, ....N

Rs = ‖rs‖=
√
(xs)2 +(ys)+(zs) i = 1,2, ....N

Squaring both sides of the equation {A} and substituting in Rs as an intermediate

variable yields a set of linear, spherical signal model, equations:

rT
i rs +di0Rs =

1
2
(R2

i −d2
i0) = 1,2....N

Writing this spherical least squares error function in vector form,
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Gθ = h,

where,

G = [S|d̂ ], S =


x1 y1 z1
x2 y2 z2
. . .
. . .

xN yN zN



θ =


xs
ys
zs
Rs

 , h =
1
2


R2

1−
ˆd2
10

R2
1−

ˆd2
20

.

.

R2
1−

ˆd2
N0

 ,

d̂ = [d̂10 d̂20 ......d̂N0]
T

Solving the corresponding least squares criterion is a linear minimization problem

minθ (Gθ −h)T (Gθ −h)

subject to the quadratic constraint

θ
T

Σθ = 0

where Σ = diag(1,1,1− 1) is a diagonal and orthogonal matrix.The technique of

Lagrange multipliers can be used yielding the constrained least squares estimate:

θ̂ = (GT G+λΣ)−1GT h,

where λ is still to be found. An unconstrained spherical least squares estimator can

be derived by not enforcing the quadratic constraint which is equivalent to assuming that

the source coordinates and distance to the origin xs,ys,zs, and Rs are mutually independent.

An estimate of θ is then given by

θ̂1 = Gkh,

where
Gk = (GT G)−1GT

is the pseudo-inverse of the matrix G. We have used this solution to find out the
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location in 16 microphone setup simulations.

3.5.1 Simulations with Nine microphones

Figure 3.14: Nine Microphone setup

As shown in Figure 3.14 , let us consider a Nine- microphone array in X-Y plane and a

source in space. Let one of the microphones is a reference Mic. That means, the time

delays at all the other receivers will be calculated with respect to that Mic and used for the

coordinates estimation. Let a is the distance between adjacent microphones as shown in

the figure, and it is the same between any two microphones.

Let us compare the error in this case to the previous Four microphone case with

respect to decrease in SNR. As we have already seen that the error decreases with increase

in side length of array, let us take a pessimistic distance of 5 cm to look at the results. So,

a = 5cm.
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Figure 3.15: Maximum error w.r.t. SNR on x=y=z line

Figure 3.16: Mean error w.r.t. SNR on x=y=z line
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Figure 3.17: Maximum error w.r.t. SNR on x=y=z/2 line

Figure 3.18: Mean error w.r.t. SNR on x=y=z/2 line
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4 Experimental Setup

4.1 Selection of Microphones

We have selected ’ Electret microphone ’ for the experiment. Let us see a little background

on electret microphone.

An Electret Condenser Microphone (ECM) consists of a very light diaphragm (mov-

ing plate) and back plate (stationary or static plate) and has a permanent charge implanted

in an electret material to provide polarizing voltage. The principle of operation is that sound

waves impinging on the diaphragm cause the capacitance between it and the back plate to

change synchronously, this in turn induces an AC voltage on the back plate [46].

Some of the features of this microphone are [46]:

• Sensitivity - Usually expressed in V/Pa (V /10 u bar) at 1 kHz, sensitivity is the output

voltage measured when a sound wave is detected by the microphone in a specified

load condition. It is expressed with a specified resistive load and supply voltage since

the output resistance tend s towards constant current characteristics.

Sensitivity(dB) = 20log(V/Pa)

For Electret microphone,

Sensitivity =−35±4db (0db = 1
V
Pa

,1KHz)

• Directivity - Directivity is a characteristic of sensitivity according to the infliction

angles of sound waves in the microphone.

1. Omni directional - The directional property that has identical sensitivities origi-

nating from all directions.

2. Bi-directional - The directional property that has identical frontal sensitivity and

rear sensitivity values while side sensitivities are weaker. Also referred to as "cross-

talking" and "noise canceling." (Noise canceling, cross-talking used in a circum-
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stance of loud noise, eliminates the sound coming from a long distance and picks up

the sound coming from only a short distance. Used in cellular phones and headset

microphones.)

3. Unidirectional - The directional property that has the rear sensitivity relatively

weaker than the frontal sensitivity.

The chosen microphones are Omni directional.

• Output Impedance - The effective output resistance is determined mainly by the value

of load resistance. It can be made higher or lower by the value of load resistance with

a corresponding change in sensitivity. To get the maximum output, the load should

be matched to the output resistance.

In our case, the microphones are of low impedence (≤ 2.2KΩ).

• Frequency Response - Frequency response is the microphone’s sensitivity perfor-

mance in the frequency range of 0 to 20 kHz. Compared with the dynamic types,

ECM’s tend to have an extended response both at low and high frequencies, which

is also smoother.In the case of dynamic types, the response limits are defined where

the sensitivity has fallen by 3 dB relative to its value at 1 kHz. It is not stated in such

terms for ECM’s since they have a much wider frequency response.

ECM’s work in the range of 20Hz to 20KHz. The following is the frequency re-

sponse curve [47] :
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Figure 4.1: Typical Frequency Response Curve*
*figure taken from Electret Microphone data sheet

• Signal to Noise Ratio - Signal to noise ratio is the ratio of the straight frontal sen-

sitivity of the microphone to the proper noise voltage. Proper noise is the noise in

the microphone which is not produced by the action of electromagnetic induction,

vibration or natural wind. It is the noise produced by the microphone itself. This

ratio gives an idea of how well the signal is detected by the microphone.

S(dB) = 20 log(VS/VN)

Where: VS = Signal expressed in volts andVN = Noise expressed in volts.

In this case, the EMC’s have an SNR ratio more than 62 db.

4.2 Data Acquisition

The output from the microphone is too low to be used directly for sampling. The electret

microphone needs an amplifier before connecting to ADC.We have used LM324 as the

op-amp IC and the circuit in figure 4.2 is the circuit used for amplification.
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Figure 4.2: Amplifier Circuit

The output of amplification will be -0.5 V to 0.5 V peak to peak wave. We use DC

coupling to make it between 0 to 1 V.

4.2.1 Virtex 5 FPGA based development board

We have used Virtex 5 FPGA based development board from Xilinx ML50x series for data

acquisition because it has 16 channel ADC[48]. The ML50x supports both the dedicated

and the auxiliary analog inputs to the Virtex-5 FPGA System Monitor block. There are

16 user-selectable auxiliary analog input channels. The Virtex-5 FPGA System Monitor

function is built around a 10-bit, 200-kSPS (kilo samples per second) Analog-to-Digital

Converter (ADC). When combined with a number of on-chip sensors, the ADC is used to

measure FPGA physical operating parameters like on-chip power supply voltages and die

temperatures.

The System Monitor is fully functional on power up, and measurement data can

be accessed via the JTAG port pre-configuration. The Xilinx ChipScope™ Pro tool pro-

vides access to the System Monitor over the JTAG port. The System Monitor control logic

implements some common monitoring features. For example, an automatic channel se-
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quencer allows a user-defined selection of parameters to be automatically monitored, and

user-programmable averaging is enabled to ensure robust noise-free measurements.

We have used the ADC in single ended unipolar mode rather than differential mode

as our input is always positive with respect to GND.When unipolar operation is enabled,

the differential analog inputs (VP–VN) have an input range of 0V to 1.0V. In this mode, the

voltage on VP (measured with respect to VN) must always be positive [49]. Figure 4 shows a

typical application of unipolar mode. The VN input is typically connected to a local ground

or common mode signal. The common mode signal on VN can vary from 0V to +0.5V

(measured with respect to ground). Because the input range is from 0V to 1.0V (VP to VN),

the maximum signal on VP is 1.5V.

Figure 4.3: Unipolar Mode of sampling in Virtex 5*
*figure taken from Virtex-5 FPGA System Monitor User Guide from Xilinx

The ADC output coding in unipolar mode is straight binary. The designed code

transitions occur at successive integer LSB values such as 1 LSB, 2 LSBs, and 3 LSBs (and

so on). The LSB size in volts is equal to 1V/210 or 1V/1024 = 0.977 mV. The ideal transfer

function is illustrated in Figure 5.
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Figure 4.4: Transfer Function of ADC in Virtex 5*
*figure taken from Virtex-5 FPGA System Monitor User Guide from Xilinx

Then, the sampled signals are fed to the computer using ChipScope Pro tool.

4.2.2 Stellaris Microcontroller

The ADC available in Stellaris offers you with following Features

1. 10-Bit conversion Resolution.

2. 16 shared analog input channels.

3. Single-ended and Differential-input configurations.

4. Maximum sample rate of one million samples/second.

5. Four programmable sample conversion sequencers with corresponding conversion

result FIFOs.

6. Efficient transfers using Micro Direct Memory Access Controller (µDMA).
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The Stellaris Micro controller have two identical Analog-to-Digital Converter modules

called ADC0 and ADC1. These two ADC s module share the same 16 analog input chan-

nels.

Each ADC module can

1. Operate Independently.

2. Execute different sample sequences.

3. Any time they can sample any of the analog input channels.

4. Can generate different interrupts and triggers &

5. Can have independent µDMA channels.

Figure 4.5: Implementation of Two ADC Blocks in Stellaris

ADC s which are available in Stellaris collects sample data by using a programmable

sequence-based approach. ADC module has four sampling sequencers of depth 1,4,8 which

allows you to sample different analog sources with a single-trigger event.

4.3 Sample Sequencers

We have four sample sequencers which are completely independent of each other. Each

sample sequencer has its own set of configuration registers as shown below.
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Figure 4.6: Sample Sequencer Structure in Stellaris

We can see from the above figure all the steps in the sample sequencer are config-

urable allowing you to select different analog sources like temperature sensor or the signal

itself. Each sampler sequence has its own FIFO depth and can collect those many number

of samples.

Table 4.1: Implementation of Two ADC Blocks in Stellaris

Sequencer Number of Samples Depth of FIFO
SS3 1 1
SS2 4 4
SS1 4 4
SS0 8 8

The above figure shows the maximum no of samples that each sequencer can capture

and its corresponding FIFO depth. The number of samples an ADC can capture from

each sample sequencer is also programmable by having an END bit set. It also give you

flexibility to handle multiple sample sequencers which are triggered simultaneously by

giving them configurable priority.

When a sample sequencer is triggered following operations are performed

• It samples the signal at the programmed sampling rates say 250K, 500K, 1M sam-

ples/sec.
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• Sampling continues till it encounters the END (END bit can be set for any step in

sequence) bit set, indicating end of the sequencer.

• Collect the converted result in the sampler sequencer FIFO.

Each FIFO entry is a 32-bit word, with the lower 10-bits containing the conversion result.
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5 Results

5.1 On CPU (using Virtex 5 FPGA for acquisition)

5.1.1 Constants and Assumptions

8192 samples are taken per channel at a particular instant using ChipScope Pro. The data

is written to a file and Matlab imports it automatically to process and give the results. So

this is partial real time processing.

• Sampling Frequency is 192300 samples/sec.

• Speed of sound is assumed to be constant at 340 m/s.

The angle estimation has been checked for different microphone pair spacings and

also different frequencies. The simulated and really obtained angles w.r.t. delays are pre-

sented here. We can see that, the way of obtaining the angle inherently has a disadvantage,

that is, there will be steep rise in the estimation after 50 degrees w.r.t. delay. That is, the

angle vs. delay curve becomes non linear. This can be noted from both the simulated and

real time curves.

We can tackle this issue later by using another pair of microphones, which anyway

has to be used for 3D position estimation.
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5.1.2 Results

Figure 5.1: Estimated Angle Results

From figure 5.1 , it can be seen that the maximum error in estimation is around 40.

The real time data is obtained using 1200 Hz sine wave and moving the source slowly

around the microphone pair from 0 to 90 degree. Then it is plotted along with the simulated

data.

From the figure 5.2, we see the non linearity of the simulated curve and also the curve

with real data. This figure doesn’t account for errors in the angle estimation. It just shows

that the angles more than about 60oare not properly estimated.

Figure 5.2: 11.5 cm 800 Hz : Angle vs Delay
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5.2 Using Stellaris Microcontroller

5.2.1 Some important points

Using 1200 Hz sine wave at 55000 sampling rate for a 8.5 cm microphone array, the max-

imum sample delay between the microphones can be 13.75 samples (at 900angle). Con-

sidering linearity till about 600, and considering that the algorithm estimates only integer

sample delays, the sample delay ranges from 0 (at 00angle) to 12 (at 600angle) in integers.

So, in 0 to 900quadrant, we get 13 different angle estimations.

Figure 5.3: Variation in sample delay at an angle

Figure 5.3 shows the variation in sample delay at a particular angle as the source is

moved away from the microphone array. It can be seen that at distances lower than 20 cm,

there is a considerable variation in delay. Though the variation is only in the first decimal,

the algorithm does rounding integer sample delay estimation. That is, if the actual delay is

11.4 samples, the estimated sample delay will be 11. If it is 11.6, estimation would be 12.

Hence, this variation might be an issue. Thats why, the distance from the array is always

maintained above 25 cm.

As the algorithm estimates integer sample delays,
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5.2.2 Results

1024 samples are taken per channel at a particular instant using Stellaris ADC.

• Sampling Frequency is 55000 samples/sec.

• Speed of sound is assumed to be constant at 340 m/s.

A two microphone array (−600 to 600 measurement is possible) is used with ampli-

fiers, connected to Stellaris Evalbot. The whole calculations are done on the microcon-

troller and the result is displayed on an external LCD panel that is also controlled by the

Microcontroller. Hence, this forms a memory constrained module. 1200 Hz sine wave is

generated by an application in Samsung Smartphone and the phone speaker is used as the

source. This is apt as the assumed point source.

Figure 5.4: Received signals

The received signal of 1200 Hz sine wave, ambient noise and filtered signal which

is used for further processing are shown in the figure. the source is about 25 cm from the

center of microphone array. The SNR in the experimental setup turns out to be about 33

dB. In this condition, we have tested the angle estimation. There is approximately 50 error

in −500 to 500 estimation. Because this is a memory constrained implementation and a

band pass filter is used in the algorithm, it will take approximately 5 seconds to update
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the angle. This problem is not encountered using CPU. But this setup is very portable and

compact.

Figure 5.5: Estimated Angle Results

From figure 5.5, it can be noted that there is a maximum error of 60at an angle of

−150angle.

5.3 Stellaris vs. CPU Implementations

The following table gives a comapritive understanding of the Stellaris and CPU implemen-

tations.

Table 5.1: Differences in Implementation : Stellaris vs. CPU

Stellaris 800 MHz Intel Core2 Quad CPU 2.83 GHz
10 bit ADC input : 0 - 3 V Virtex-5 10 bit ADC input: 0 - 1 V

Processing takes about 5 seconds Processing takes about 50 ms
Resulting angle displayed on LCD Resulting angle displayed on monitor

Implemented in C code Implemented in Matlab code
Easily portable Setup Fixed setup

The time delay in measurement by Stellaris Microcontroller is mainly because of

using floating point arithmetic wherever necessary. It is noted that obtaining filtered signals

from original ADC outputs is time expensive.
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6 Conclusion and Future Work

In the project, practical implementation of angle estimation in real time is done in two

ways: using CPU and using a microcontroller. After studying various TDE algorithms,

GCC technique has been chosen to find out the time delays.

Figure 6.1: Two Implementations of Angle Estimation

Simulations have been done and results are presented for 2D angle and 3D position

estimations.

As future work, practical implementation of 2D and 3D coordinate estimation can be

tried out real time using this algorithm. Having multiple sound sources is another challeng-

ing task. There can be reduction in time complexity in case of using a microcontroller and

make it more ’real time’.
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7 Appendix

7.1 2D Angle Estimation - Sensitivity analysis

7.1.1 Sensitivity analysis w.r.t. speed of sound

Considering two microphones, we can get the angle of the source, as shown in the earlier

sections. As we are considering speed of sound and distance between the microphones

to be constant and already known, it is good to check the sensitivity of error with respect

to these parameters.This is because, the distance between microphones can’t be exactly

the considered number. There may be a variation in the order of millimeters. Also, we

know that speed of sound is a function of environmental parameters like temperature and

humidity. Hence, there will be an error in considering it a constant at 340m/s. Let us see

whether our approach is considerable robust for these variations or not. For this, we plot

the error in measurement as the angle goes from 0 to 600.

Figure 7.1: Variation in error in angle w.r.t. error in speed of sound with d=15 cm

The numbers for different colors indicate the error in speed of sound.

That is, constant speed considered−actual speed

We note from Figure 7.1 that, as the error in the angle measured increases with error

in speed. Also, the error will be more for higher angles. We considered the angle sweep

till 600only as we generally use a set of two microphones till a maximum of 600because of
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the before mentioned reasons of non linearity. The useful conclusion from this analysis is

that a maximum of 60error occurs at around 600for an error in speed consideration as high

as 20 m/s. Hence, we can say that our approach is robust for variation in speed of sound.

Figure 7.2: Error in estimation vs distance between microphones

The error in estimation for a 20m/s error in speed consideration, with varying geom-

etry of microphones is presented in figure 7.5. We can see that, as the distance increases,

the error on angle decreases.

7.1.2 Sensitivity analysis w.r.t. distance between microphones

The microphone used has a diameter of 9.7 mm and width of 5.2 mm. As already described,

there may be an error in taking the distance between microphones. Hence, lets see the

sensitivity of measurement to this error. As the distance is measures in cm, lets consider an

error of -5 to 5 mm with respect to the actual distance.

We present the graphs of error in angle, separately for positive error and negative

error in distance.

Error in d =Considered distance inalgorithm−actual distance
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Figure 7.3: Positive error in d at 5 cm spacing

We can see from figure 7.4 and figure 7.3 that, if a distance more than actual is used

in calculation, the error is very less compared to, if lesser value is used. If we consider a

positive error of 5mm in d, the maximum error in angle is around 40at 600,which is fine for

practical usage.

Figure 7.4: Negative error in d at 5 cm spacing

Hence, in the practical experimentation, the distance is used as

(distancebetweencentreso f microphones+5mm)

Let us see how error varies as the actual distance increases. Here we consider the

error in d to be maximum positive at10mm and vary the actual distance from 5 cm to 25
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cm. We take the angle where the maximum error is observed, that is 600and look at the

max. error in estimation.

Figure 7.5: Error in estimation vs d, for an error of 10 mm in d at 600

We can see from figure 7.5 that as the distance between microphones (d) increases,

the result becomes more robust to the error in d.

7.2 Four microphone array

7.2.1 Sensitivity analysis w.r.t. Signal to Noise Ratio

Table 7.1: Error in Measurement on x=y=z line with SNR 44 dB

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 10.3 97
y 10.3 97
z 12.46 97
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Table 7.2: Error in Measurement on x=y=z/2 line with SNR 44 dB

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 12.6 90
y 12.7 90
z 15.6 198

Table 7.3: Error in Measurement on x=y=z line with SNR 32 dB

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 14.7 91
y 14.7 91
z 17.5 91

Table 7.4: Error in Measurement on x=y=z/2 line with SNR 32 dB

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 25.9 99
y 25.9 99
z 53.3 200
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Table 7.5: Error in Measurement on x=y=z line with SNR 20 dB

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 17.0 77
y 17.4 99
z 30.2 97

Table 7.6: Error in Measurement on x=y=z/2 line with SNR 20 dB

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 90.8 96
y 90.3 96
z 200 200

7.2.2 Sensitivity analysis w.r.t. speed of sound

As we are considering speed of sound and distance between the microphones to be con-

stant and already known, it is good to check the sensitivity of error with respect to these

parameters.This is because, the distance between microphones can’t be exactly the consid-

ered number. There may be a variation in the order of millimeters. Also, we know that

speed of sound is a function of environmental parameters like temperature and humidity.

Hence, there will be an error in considering it a constant at 340m/s. Let us see whether our

approach is considerable robust for these variations or not.

Let us say, we are considering the speed of sound constant at 340m/s, but the actual

is at 320 m/s. That is, there is an error of 20 m/s. Let us look at the error graph then.
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From table 7.7, considering the linex = y = z, x,y,z ≤ 1, we have the error graph of

all the coordinates. The results are tabulated in table 7.7.

Table 7.7: Error in Measurement on x=y=z line with error in speed of sound = 20 m/s

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 13.77 94
y 13.69 94
z 22.43 94

From table 7.8, considering the linex = y = z
2 , x,y ≤ 1, we have the error graph and

results of all the coordinates. The results are tabulated in table 7.8.

Table 7.8: Error in Measurement on x=y=z/2 line with error in speed of sound = 20 m/s

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 18.9 95
y 18.9 95
z 38.2 190

Let us say, we are considering the speed of sound constant at 340m/s, but the actual

is at 360 m/s. That is, there is an error of -20 m/s. Let us look at the error graph then.
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From table 7.9, considering the linex = y = z, x,y,z≤ 1, we have the error graph and

results for all the coordinates. The results are tabulated in table 7.9.

Table 7.9: Error in Measurement on x=y=z line with error in speed of sound = -20 m/s

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 12.0 97
y 11.9 97
z 25.8 83

From table 7.10 , considering the linex = y = z
2 , x,y≤ 1, we have the error graph and

results of all the coordinates. The results are tabulated in table 7.10.

Table 7.10: Error in Measurement on x=y=z/2 line with error in speed of sound = -20 m/s

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 17.4 97
y 17.4 97
z 42.7 194
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7.2.3 Sensitivity analysis w.r.t. array geometry

As we have already described, there may be an error in taking the distance between mi-

crophones. Hence, lets see the sensitivity of measurement to this error. As the distance

is measures in cm, lets consider an error of -10 and 10 mm with respect to the actual dis-

tance.We present the graphs of error in angle, separately for positive error and negative

error in distance.

Error in d =Considered distance inalgorithm−actual distance

Let us say, we considered the square side, a as 10 cm. But it is indeed 9 cm. So there

is an error of 1 cm.

From table 7.11, considering the linex = y = z, x,y,z≤ 1, we have the error graph of

all the coordinates.

Table 7.11: Error in Measurement on x=y=z line with error in square array side = 1 cm

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 12 100
y 12 100
z 14.8 81

From table 7.12, considering the linex = y = z
2 , x,y≤ 1, we have the error graph and

results for all the coordinates.
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Table 7.12: Error in Measurement on x=y=z/2 line with error in square array side = 1 cm

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 21 93
y 21 93
z 45.8 186

Let us say, we considered the square side, a as 10 cm. But it is indeed 11 cm. So

there is an error of -1 cm.

From table 7.13, considering the linex = y = z, x,y,z ≤ 1, we have the error graph

and results for all the coordinates.

Table 7.13: Error in Measurement on x=y=z line with error in square array side = -1 cm

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 10.1 87
y 10.1 87
z 9.7 99
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From table 7.14, considering the linex = y = z
2 , x,y≤ 1, we have the error graph and

results for all the coordinates.

Table 7.14: Error in Measurement on x=y=z/2 line with error in square array side = -1 cm

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 13.2 96
y 13.3 96
z 16.8 172

7.3 Nine microphone array

Table 7.15: Error in Measurement on x=y=z line with SNR 44 dB

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 2.2 99
y 2.2 99
z 2.3 99
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Table 7.16: Error in Measurement on x=y=z/2 line with SNR 44 dB

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 3.28 91
y 3.27 91
z 6.91 182

Table 7.17: Error in Measurement on x=y=z line with SNR 32 dB

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 5.7 97
y 5.6 97
z 5.7 97

Table 7.18: Error in Measurement on x=y=z/2 line with SNR 32 dB

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 6.3 78
y 6.2 78
z 13.4 156
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Table 7.19: Error in Measurement on x=y=z line with SNR 20 dB

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 12.1 90
y 12.3 90
z 13.2 90

Table 7.20: Error in Measurement on x=y=z/2 line with SNR 20 dB

(a) Error graph (b)

Error Maximum Actual coordinate
in error ( cm) at of max error ( cm)

x 14.5 95
y 14.5 95
z 30.7 190
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